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ABSTRACT

Granular Pile Anchor (GPA) is one of the innovative foundation techniques, devised for
mitigating heave of footing resulting from the expansive soils. This research attempts to study
the heave behavior of (GPA-Foundation System) in expansive soil. Laboratory tests have been
conducted on an experimental model in addition to a series of numerical modeling and analysis
using the finite element package PLAXIS software. The effects of different parameters, such as
(GPA) length (L) and diameter (D), footing diameter (B), expansive clay layer thickness (H) and
presence of non-expansive clay are studied. The results proved the efficiency of (GPA) in
reducing the heave of expansive soil and showed that the heave can be reduced with increasing
length and diameter of (GPA). The heave of (GPA-Foundation System) is controlled by three
independent variables these are (L/D) ratio, (L/H) ratio and (B/D) ratio. The heave can be
reduced by up to (38 %) when (GPA) is embedded in expansive soil layer at (L/H=1) and
reduced by about (90 %) when (GPA) is embedded in expansive soil and extended to non-
expansive clay (stable zone) at (L/H=2) at the same diameter of (GPA) and footing. An equation
(mathematical model) was obtained by using the computer package (SPSS 17.0) for statistical
analysis based on the results of finite element analysis relating the maximum heave of
(GPA-Foundation System) as a function of the above mentioned three independent variables
with coefficient of regression of (R*= 92.3 %).

Keywords: expansive soil, sand, heave, granular pile anchor (GPA), PLAXIS, foundation, finite element.
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1. INTRODUCTION

Many plastic types of clay swell considerably when water is added to them and then shrink with
loss of water. Foundations constructed on such clays are subjected to large uplifting forces
caused by swelling. These forces induce heaving, cracking, and the breakup of both building
foundations and slab-on-grade members Das, 2011. Expansive soil is a term applied to any soil
that undergo detrimental changes in volume because of variations in moisture content. These
soils subject to cycles of wetting-drying and swell when taking up water during wet seasons and
shrink because of evaporation of water in dry spells ,Chen, 1988, Nelson and Miller, 1992. Such
soils are considered natural hazards that pose challenges to civil engineers, construction firms,
and owners. Based on ,Chen, 1988, the six major natural hazardous are earthquakes, landslides,
expansive soils, hurricanes, tornados and floods. Over the last four decades, relentless efforts
were made to understand and solve the problems associated with engineering on expansive soils.
Several methods can be used to minimize the effect of the damage caused by expansive soils.
These include soil replacement, physical and chemical treatment and use of special techniques.
The application of these methods will keep intact over a long period of time. Many of them,
however, have certain limitations and may be very costly, Dafalla and Shamrani, 2012.
Keeping these shortcomings in view, an attempt to develop a simple, easy to install and cost-
effective alternative foundation system, this research presents a simple foundation technique in
the name of Granular Pile Anchor (GPA) foundation system as a dependable solution to suppress
or tolerate heaving developed by expansive soils.

2. CONCEPT OF (GPA-FOUNDATION SYSTEM)

The granular pile anchor (GPA) is an innovative foundation technique, devised for mitigating
heave of expansive clay and improving their engineering behavior. It is a modification of the
conventional granular pile, wherein an anchor is provided in the pile to render it tension-
resistant. Granular piles are a well-known ground improvement technique used for reducing the
settlement and increasing load-carrying capacity of soft clay beds ,Hughes and Withers, 1974.
In a granular pile anchor, the foundation is anchored at the bottom of the granular pile to an
anchored steel plate with the help of a mild steel road. This renders the granular pile tension-
resistant and enables it to offer resistance to the uplift force exerted on the foundation by the
swelling soil, Phanikumar, 1997, Phanikumar et al., 2004, Rao et al., 2007 and Phanikumar
et al., 2008). Fig. 1 shows a typical schematic representation of the fundamental concept of a
granular pile anchor (GPA) and the various forces acting on the foundation. The uplift force
(Pupiitt) acting on the base of the foundation in the vertical direction is due to the swelling
pressure (Ps) of the expansive soil. This uplift force is resisted by the weight of the granular pile
(W) acting in the downward direction. The friction mobilized along the pile-soil interface also
resists the upward movement of the foundation. This friction is generated mainly because of the
anchor in the system. The upward resistance is further augmented by the lateral swelling
pressure, which confines the granular pile anchor radially, increases the friction along the pile-
soil interface, and prevents it from being uplifted, Phanikumar, 1997, Phanikumar et al., 2004,
Rao et al., 2007 and Phanikumar et al., 2008.



Number 4 - April  Volume 20 - 2014 Journal of Engineering

3. OBJECTIVES

Due to limited knowledge currently available in the literature about (GPA), the present study is
an attempt aiming at insight understanding to the behavior and performance of (GPA) in
expansive soils in reduce the heave. The following aspects are covered:

1- The behavior of (GPA-Foundation System) under heave.

2- The validity and suitability of (GPA) as a dependable solution for problems in expansive soils.
Different parameters will be investigated that would be account for in the design of (GPA), such
as (GPA) length (L), diameter (D), expansive soil layer thickness (H), shallow footing diameter
(B), (L/D) ratio, (L/H) ratio, (B/D) ratio and presence of non-expansive soil.

4. METHODOLOGY

The study is divided into two phases including:

1- Experimental Phase: A cylindrical physical steel model with (30 cm) diameter and (50 cm)
height has been built up and planned experimental laboratory testing program has been
performed on expansive soil bed prepared from silty clayey soil.

2- Numerical Phase: A numerical model has been used and solved to analyze the described
problem in the field. A software finite element program PLAXIS 2D-Version 8.2 packages is
used to solve such problem depending on the adopted non-linear elastoplastic models.

5. EXPERMINTAL WORKS

The expansive clay used in this investigation was collected from Al-Wahda Discrete at Al-Mosul
governorate in the north of Irag, from a depth of about (1-1.5) m below the ground level. A series
of rotten laboratory tests was carried out on the expansive soil samples to obtain physical,
mechanical, and swelling soil properties. Table 1 shows the properties of expansive soil used.
The granular material used for the installation of the granular piles was dense sand with (75 %)
relative density. Table 2 shows the properties of sand used. Heave tests were performed in metal
cylindrical container of (0.3 m) diameter and (0.5 m) height. The expansive soil bed is prepared
firstly by laying a filter paper covered with thin layer (30 mm) of poorly graded sand, as a
drainage layer. All internal sides of container are covered with petroleum jelly to diminish
friction effect. After thorough mixing with water, the soil lumps are spread inside the model
container at maximum dry unit weight of (16.3 kN/m3) and optimum moisture content of (21.5
%)which is obtained using standard compaction testin form of eight layers. Each layer have a
compacted thickness of (5 cm) and contain (5.76 kg) of soil to give the total depth and weight of
expansive soil inside the model container of (40 cm) and (46 kg).The uniformity in the soil bed
is checked by measuring the unit weight and moisture content at various depths of the soil bed.
The (GPA) installed in expansive soil bed by made a holein the center of the expansive soil bed
surface by driving a steel pipe gradually in specified diameter up to the required depth. The unit
of anchor rod with the bottom anchor plate of specified diameter and depth is placed vertically in
the hole. Simultaneously, the hole is filled with poorly graded sand gradually and compacted
gently using steel tamping rod in required relative density (75 %). Finally, granular pile anchor
(GPA) is formed in specified depth and diameter at an average dry unit weight of (16.9 kN/m3).
The (GPA) length was varied as (10, 20, 30, and 40) cm and the diameter as (1, 2, 3, and 4) cm
to give a different ratios of (L/D). A circular mild steel plate of (20 cm) diameter was used as the
surface shallow footing in the heave tests. A total of (16) test was conducted for studying the
heave behaviour of (GPA-Foundation System). Fig. 2 and 3 show the experimental setup of
heave test. The soil bed is wetted gradually by adding the water from the top and continuously
pumping water from the base of model container using water pump and controlled valve. Water
pump system is used as a vacuum to accelerate the saturation of expansive soil bed by



Ala Nasir Aljorany Heave Behavior of Granular Pile Anchor-Foundation
Saad Farhan Ibrahim System (GPA-Foundation System) in Expansive Soil
Ahmed Ibrahim Al-Adly

continuously suction the water from model container.The model was left under the saturation
and amount of heave is measured and continuously monitored with time until there is no further
swelling. At this stage, saturation of soil bed is conformed and the test is completed.

6. RESULTS AND DISCUSSIONS OF EXPERMINTAL WORKS

The results of unreinforced and reinforced expansive soil bed with (GPA) are obtained as shown
in Table 3 and Fig 4 to 7. Generally, the heave response appears non-linear behavior and
increases continuously with time until reach the equilibrium after (7) days for unreinforced
expansive soil bed and (4) days for reinforced expansive soil bed with (GPA). The results
showed that the unreinforced expansive soil attained a final heave of (26 mm) and the heave of
(GPA-Foundation System) decreases with installation of (GPA) in expansive soil. This may
indicate the efficiency of (GPA) in reducing the heave. This in agreement with ,Phanikumar,
1997, Phanikumar et al., 2004, Rao et al., 2007, Phanikumar et al., 2008, Ismail and Shahin,
2011 and Krishna et al, 2013. The results showed that, there are three main variables
controlling heave behavior of (GPA-Foundation System) that can be categorized as [(L/D) ratio,
(L/H) and (B/D) ratio]. The heave of (GPA-Foundation System) is affected by one or all theses
variable, the heave reduction and degree of improvement increases with increasing (L/D) ratio,
(L/H) ratio and decreases with increasing (B/D) ratio at a given two variables. The percentage
heave reduction and degree of improvement can be expressed as a percentage from the
maximum heave without (GPA) by the following equation:

Hvo - H\’/

Degree of Improvment (%) = | 100 (D
Vo

Where:

Hyo: is the maximum heave of footing without (GPA) reinforcement.

H'y: is the maximum heave of footing with (GPA) reinforcement.

It can be noted that, slightly reduction in heave was observed at [(L/D=10), (L/H=0.25) and
(B/D=20)] with (7.8 %) degree of improvement, while higher reduction in heave was observed at
[(L/D=10), (L/H=1) and (B/D=2.5)] with (38.1 %) degree of improvement. This reflects the
ability and efficiency of a single (GPA) in reducing the heave when embedded in an expansive
soil and anchored to the shallow footing. This performance agrees with the results obtained from,
Phanikumar, 1997, Phanikumar et al., 2004, Rao et al., 2007, Phanikumar et al., 2008,and
Krishna et al, 2013. The results of (GPA-Foundation System) showed that, there is a great
effect on the time of heave development. The time period required for attaining the final amount
of heave in the case of reinforced expansive soil with (GPA) was (4/7) of that for unreinforced
expansive soil. This performance agrees with the results obtained from,Phanikumar, 1997,
Phanikumar et al., 2004 and Phanikumar et al., 2008.

7. NUMERICAL MODELLING OF HEAVE OF (GPA-FOUNDATION SYSTEM)

In this study, PLAXIS 2D-Version 8.2 program is used in numerical modelling and analysis of
heave problems of (GPA-Foundation System). The problem deals with shallow circular footing
rest on the expansive soil layer reinforced with (GPA) models with different length and diameter.
For comparison, the circular footing rest on the expansive soil without (GPA) is also modelled
here. The purpose of the problems is to calculate the maximum heave under the footing. The
expansive soil layer is located above a layer of saturated stable clay with (6 m) thickness. The
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active zone of the expansive soil is chosen to be (4 m); at this depth, the water table rising causes
a considerable swelling in expansive soil. Fig. 8 shows the sketch of described problem.
Axisymmetric type model is chosen, it is the best option for circular models. The soil parts are
modelled using 15-node triangular element. The shallow footing and anchor plate are modelled
using plate element, while the anchor rod is modelled using node-to-node element. The footing
diameter was fixed at (2 m), and the (GPA) length was varied from (2-8) m and diameter was
varied from (0.2-0.8) m. So, the ratio of length to diameter was ranged as (2.5 to 40) and the
ratio of the footing diameter to (GPA) diameter varied as (2.5 to 10). The thickness of expansive
clay layer is fixed at (4 m) and thickness of non-expansive clay layer is fixed at (6 m), so, the
ratio of (GPA) length to expansive soil thickness was varied as (0.5-2). The boundary conditions
are assumed using standard fixity. This means a full fixity at the base of the geometry and, roller
conditions at the vertical sides. Figs. 9, 10 and 11 show the finite element models of heave
problems. The clay of expansive and non-expansive soil layers are modelled using Mohr-
Coulomb (MC) model, assumed to behave in an undrained manner. The granular pile sand is
modelled using Mohr-Coulomb (MC) also. It is assumed to behave in a drained manner. The
rigid steel is used as a material for both anchor plate, anchor rod and shallow footing and
assumed as linear elastic model. The flexural rigidity of anchor plate, anchor rod and footing
assumed as very high to avoid unnecessary buckling and deformation. All materials and models
with set of parameters are listed in Tables 4 and 5. The simple global finite element mesh of
model is generated using the coarse setting to allow a more accurate stress distribution as shown
in Figs. 12 and 13. The swelling of expansive soil layer is modelled by applying a positive
volumetric strain of (6.5 %) to the expansive clay cluster. In reality, the rate at which expansive
clay would normally swell depends on the location from the source of moisture and magnitude of
overburden pressure. However, for simplicity, in the analyses presented herein, the volumetric
strain was applied uniformly across the full thickness of the expansive soil layer.

8. RESULTS AND DISCUSSIONS OF NUMERICAL MODELING

The numerical results of heave of unreinforced and reinforced expansive clay with (GPA) are
obtained as shown in Table 6, and Figs. 14, 15 and 16. The results reflect the efficiency of
(GPA) to reduce the heave (GPA-Foundation System). The maximum heave of footing resting
on unreinforced expansive soil with (GPA) is observed as (260 mm). In case of footing resting
on reinforced expansive soil with (GPA) models, i.e. (GPA-Foundation System), the results
showed that the maximum heave of footing decrease with increasing the (GPA) size, the heave
decrease with increasing (GPA) length and diameter due to anchorage action of (GPA) and there
are three main variables controlling behavior of (GPA-Foundation System) under the heave.
These variables are (L/D) ratio, (B/D) ratio and (L/H) ratio, this performance in agreement with
the experimental modeling. The results also showed that, the (GPA) could be extended to the
non-expansive soil layer or stable zone at sufficient depth to provide the anchorage zone help the
(GPA) to resist the heave. (69%) reduction in heave when single (GPA) embedded in the
expansive soil depth layer and (90.4 %) reduction in heave can be obtained when single (GPA)
embedded in expansive clay layer and extended into non-expansive clay layer at the same
embedded length. The efficiency of the (GPA-Foundation System) in arresting the heave induced
by expansive soil layer is illustrated in Fig. 17. The figure relates the normalized maximum
heave ratio (H,/H,,) with (L/D) ratio of (GPA) for different ratios of (B/D), where (H,')
represent the maximum heave of footing with (GPA) reinforcement, while (H,,) represent the
maximum heave of footing without (GPA) reinforcement. It can be noted that for a given (B/D)
ratio, the maximum heave decrease with increasing (L/D) ratio due to increasing (GPA) length.
This means the (GPA) movement strongly dependent on the (GPA) size; the ability of the system
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to resist various rates of swelling seems to improve with increasing the (GPA) size. As
interpreted previously in the experimental works, this attributed to the anchorage action (GPA)
that resulting from (GPA) weight and shear stress mobilized along (GPA) body, of them
increases when (GPA) size increases. The heave can be reduced from (260 mm to 25 mm) at
(L=8 m and D=0.8 m) i.e., (L/D=10) with (90.4 %) reduction in heave. Fig. 18 displays the
relationship between normalized maximum heave ratio (H,'/Hy,) with (L/H) ratio for different
(B/D) ratios. It can be seen that for a given (B/D) ratio, the heave decreases when (L/H)
increases due to increasing the (GPA) length. Dramatic reducing in heave was observed when
(GPA) penetrated in non-expansive clay layer at sufficient length, this means the (GPA) can be
penetrate the non-expansive clay layer (stable zone) to provide a sufficient anchorage in the base
of (GPA) help it in arresting the heave. This behavior can be attributed to increase the shear
resistance in circumference of penetrate length of (GPA). The results showed that, the (GPA)
could be extended to non-expansive clay layer with thickness not less than thickness of
expansive clay layer thickness to provide a sufficient anchorage at (GPA) base. The heave
dropped from (260 mm) to (25 mm) when (L/H=2) at (D=0.8 m and L=8 m) with (90.4 %)
reduction in heave, while, the heave reduced to (204 mm) when (L/H=0.5) and to (81 mm) when
(L/H=1) at the same size of (GPA) with (21.54 %) and (69 %) reduction in heave respectively.
Fig. 19 shows the relationship between normalized maximum heave ratio (H,'/H,,) and (B/D)
ratio for different ratios of (L/H). The figure presents the effect of the footing diameter (B) on
the heave response of (GPA- Foundation System). It can be seen that for a given (L/H) ratio, the
maximum heave increases with increasing (B/D) ratio due to increasing footing diameter. The
reason of this behavior can be understood as the following: when the footing diameter increases
with constant (GPA) diameter, the annular area of the footing on which the swelling pressure
acts is increased resulting increases in the heave of the (GPA-Foundation System). Dramatic
reduction in heave can be obtained at (B/D=2.5), where the heave reduced from (260 mm to 25
mm) with (90.4 %) reduction in heave.

9. MATHEMATICAL MODELLING OF HEAVE OF (GPA-FOUNDATION SYSTEM)
An attempt is made to develop a mathematical modelling relate the heave of footing resting on
reinforced expansive soil with a single (GPA) with three effective variables (L/D), (B/D) and
(L/H). The results of finite element analysis are merged and entered in a multiple linear
regressions statistical analysis using SPSS Statistics 17.0 to develop a mathematical model that
relates the ratio of (H,'/Hyo) as a dependent variable to (L/D), (B/D) and (L/H) as independent
variables. A general equation relates all variables were obtained in the following form with very
good degree of correlation (R*=0.923):

’

HV—094+0011(L)+0008(B) 05(") 2
=0, . = . =)= 0.5 (= (2)

Where:

Hyvo: Maximum heave without (GPA) reinforcement
H,'": Maximum heave of with (GPA) reinforcement
L: Length of (GPA)

D: Diameter of (GPA)

H: Depth of expansive soil layer

B: Diameter of shallow footing
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The derived equation is valid within the ranges of the variables they were developed from. The
ranges of variables can be seen in Table 7. To verify the validity of the equation, the predicted
values of heave are compared with observed values obtained previously from laboratory test
results as shown in Table 8)and Fig. 20. It can be seen that, the values agree well with (98 %)
degree of correlation and consider under estimation, conforming the validity of derived equation.

10. CONCLUSIONS

An extensive laboratory testing and numerical modeling and analysis was conducted to study the
performance of Granular Pile Anchor (GPA) in expansive soil. The research work focuses on
studying the efficacy and ability of the innovative (GPA) system in minimizing heave of
foundations laid on expansive clay. The conclusions drawn from the different aspects of the
study in this paper may be summarized as follows:

1- Installation of (GPA) in expansive soil reduces the amount of heave effectively. Of the
various combinations of length (L) and diameter (D) of (GPA), the amount of heave reduces
with increasing both length and diameter.

2- The maximum heave of (GPA-Foundation System) is controlled by three main independent
variables, (GPA) length to diameter (L/D) ratio, (GPA) length to expansive soil active thickness
(L/H) ratio and footing diameter to (GPA) diameter (B/D) ratio.

3- The efficacy of (GPA) in reducing the heave can be improved when (GPA) embedded in
expansive soil layer and extend to non-expansive clay layer (stable zone) at sufficient depth. The
maximum of about (38 %) reduction in heave is observed when (GPA) embedded in expansive
soil layer at (L=H) and reaches to (90.4%) at (L=2H) i.e. (GPA) extend to stable zone at length
equal to thickness of expansive soil layer, this performance was observed at (L/D=10) and
(B/D=2.5).

4- Reduction in (GPA-Foundation System) can be attributed to the (GPA) weight, the frictional
resistance mobilized along the (GPA)-soil face, the effect of anchorage which made the (GPA) to
resist the uplift force applied on the foundation. In addition, the developed lateral swelling
pressure resulting from surrounding expansive clay which confines the (GPA) radially increases
the upward resistance.

5- Installation of (GPA) in expansive soil reduces the time of heave and the rate of heave become
faster. The expansive soil reinforced with (GPA) adjusted quickly to moisture changes because
of the higher permeability of the granular material. The high permeability characteristics of
(GPA) allowed a quick circulation and absorption of water and the path of radial inflow of water
became shorter, which led to a rather quick attainment of the final heave.The time period
required for attaining the final amount of heave in the case of reinforced expansive soil with
(GPA) was (3/7) of that for unreinforced expansive soil.

6- An equation is obtained to calculate the maximum heave of (GPA-Foundation System). The
equation is derived basing on statistical analysis of the obtained analysis results.
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NOMENCLATURE
ASTM  American society for testing and materials
B Footing width or diameter
Cc Compression Index
Cc Coefficient of curvature
Cs Swelling index
Cu Coefficient of uniformity
C Soil cohesion
CH Clay with high plasticity
D Diameter of granular pile anchor
D, Relative density of soil
B/D Ratio of footing diameter to granular pile anchor diameter
E Modulus of elasticity
e Void ratio of soil
€o Initial void ratio
Emax Maximum void ratio
€mim Minimum void ratio
Gs Specific gravity of soil
GPA Granular pile anchor
H Expansive soil layer or bed thickness
Hyo Maximum heave of footing without reinforcement with (GPA)
H,' Maximum heave of footing with (GPA) reinforcement
L Length of granular pile anchor
L/D Ratio of length to diameter of granular pile anchor
L/H Ratio of length of granular pile anchor to expansive soil layer or bed thickness
L.L Liquid limit
MC Mohr-coulomb
O.M.C  Optimum moisture content
PLAXIS Finite element code for soil and rock
Ps Swelling pressure
P.L Plastic limit
P.l Plasticity index
USCS Unified soil classification system
W Granular pile anchor weight
AH Heave or shrinkage
¢P° Angle of internal friction of soil
WO Dilatancy angle
Vu Undrained poison’s ratio
Yunst Unsaturated unit weight
Ysat Saturated unit weight
Ydry Dry unit weight
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Anchor Steel Rod

(GPA) Weight (W)

Lateral Swelling Pressure
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Anchor Steel Plate
Swelling (Uplift) Pressure

Heave Behavior of Granular Pile Anchor-Foundation
System (GPA-Foundation System) in Expansive Soil

TU

Shallow Footing Rest on Expansive

/ Soil Layer with (B) Width or Diameter

Swelling (Uplift) Pressure
(Ps)

Granular Pile Anchor with Specified
Length (L) and Diameter (D)

Expansive Clay Layer

Figure 1. Concept of Granular Pile Anchor foundation system and forces acting on a Granular
Pile Anchor (GPA) (After Rao et al., 2007).

Table 1. Summary of physical, mechanical and chemical properties of expansive soil used.

Test Name Standard Soil Property Value
Specific Gravity (ASTM D-854) Specific Gravity (Gs) 2.73
Liquid Limit (L.L) % 59
Atterberg Limits (ASTM D-4318) Plastic limit (P.L) % 23
Plasticity Index (P.I) % 36
% Clay 51
% Silt 42
Grain Size Analysis (ASTM D-422) % Sand 7
Hydrometer % Gravel 0
Unified Soil Classification System (USCS) CH
Maximum Unit Weight (yary), KN/m3 16.3
Standard Compaction (ASTM D-1557) [ Optimum Moisture Content (O.M.C)% 21.5
Initial Void Ratio (eo) 0.674
Unconfined Compression | (ASTM D-2216) | Unconfined Compressive Strength (q,), kPa | 165
Undrained Unconsolidated | (ASTM D-2850) Undrianed Cohesion (c,), kPa 70

10
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Triaxial (UU) Undrained Angle of Internal Friction ( ¢,) 10
Direct Shear at (0.02 (ASTM D-3084) Drained Cohesion (c'), kPa 5
mm/min) adjusted Velocity Drained Angle of Internal Friction (¢) 24
Compression Index (Cc) 0.332
One-Dimensional Swell or | (ASTM D-3084) Swelling Index (Cs) 0.076
Consolidation Method (A) Free Swelling (%) 6.5
Swelling Pressure (kPa) 170
Organic Matters Content (%) 1.93
Chemical Properties BS 1377: 1990 Gypsum Content (%) 1.85
Part 3 Total Soluble Salts Content (%) 1.05
Sulphate (Sos) Content (%) 0.86
Table 2. Summary of physical, mechanical and chemical properties of sand used.
Test Name Standard Property Value
Specific Gravity (ASTM D-854) Specific Gravity (Gs) 2.66
D1o 0.179
D3o 0.308
Grain Size Analysis Sieve (ASTM D-422) Dso 0.5
Analysis Coefficient of Uniformity (Cu) 2.793
Coefficient of Curvature (Cc) 1.06
Unified Soil Classification System SP
(USCS)
Maximum Unite Weight (ASTM D-253) Maximum Unit Weight (ymax), KN/m3 18.1
Maximum Unite Weight (ASTM D-4254) Minimum Unit Weight (ymin), KN/m?3 13.6
Chosen Experimental Relative Density (Dr) % 75
Calculated Experimental Unit Weight (yar,), kN/m3 16.72
Calculated Maximum Void Ratio (Emax) 0.956
Calculated Minimum Void Ratio (mim) 0.469
Calculated Experimental VVoid Ratio (e,) 0.591
. Cohesion (c), kPa 0
Direct Shear (ASTM D-3084) Angle of Shearing Resistance (¢) 40
Organic Matters Content (%) 0.31
Chemical Properties (BS 1377: 1990 Gypsum Content (%) 0.78
Part 3) Total Soluble Salts Content (%) 0.88
Sulphate (Soz) Content (%) 0.36
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Figure 2. Schematic details of heave test of unreinforced expansive soil bed.
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Figure 3. Plate of (GPA-Foundation System) under the heave.

Table 3. Summary of the maximum heave of expansive soil reinforced with (GPA) models at
different lengths and diameters.

(GPA) (GPA) (L/D) (L/H) (B/D) Maximum
Diameter (cm) | Length (cm) Ratio Ratio Ratio Heave (mm)
10 10 0.25 24.0
1 20 20 0.5 20 23.2
30 30 0.75 22.4
40 40 1 21.2
10 5 0.25 23.1
2 20 10 0.5 10 22.7
30 15 0.75 21.6
40 20 1 19.2
10 3.3 0.25 22.0
3 20 6.6 0.5 6.6 21.0
30 10 0.75 19.2
40 13.3 1 17.1
4 10 2.5 0.25 21.0
20 5 0.5 2.5 20.1
30 7.5 0.75 18.3
40 10 1 16.1
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Figure 4. Heave-time relationship for reinforced
expansive soil with (GPA) at 1 cm diameter.

Figure 5. Heave—time relationship for reinforced
expansive soil with (GPA) at 2 cm diameter.
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Figure 6. Heave—time relationship for reinforced
expansive soil with (GPA) at 3 cm diameter.
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Figure 7. Heave—time relationship for reinforced
expansive soil with (GPA) at 4 cm diameter.
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Figure 8. Descriptive sketch of large scale heave problems.
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Figure 9. 2D-Axisymmetric model, unreinforced expansive clay.
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Figure 11. 2D-Axisymmetric model,

(GPA) extended to the non-expansive clay layer.
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Table 4. Soil parameters set considered for heave response problems.

Model Model Expansive Clay Granular Pile Sand Non-Expansive Clay
Type | Parameters | Undrained Method Drained Undrained Method
(A) (A)
Vusat (KN/m3) 16 17 16
Tz [ Vs (KN/M?) 19 20 19
23 E'rer (kPa) 5000 50000 5000
S 2 [ (kNM?) 5 0.1 5
;i g P 24 40 24
s < y° 0 0 0
Vnu 0.35 0.3 0.35

Table 5. Steel properties set considered for heave response problems.

Model Type Model Footing Model Anchor Plate Anchor Rod
Parameters Steel Steel Steel
EA (kN/m°) 5x10° 5x10° 2x10°
Linear Elastic El (kN/m?/m) 4x107 1x10* -
\ 0.15 0.15 0.15

Table 6. Summary of the maximum heave of unreinforced and expansive soil reinforced with
(GPA) models at different lengths and diameters.

(GPA) Diameter (GPA) (L/D) (L/H) (B/D) Maximum
(m) Length (m) Ratio Ratio Ratio Heave (mm)
Footing Resting on Unreinforced Expansive Soil 260
2 10 0.5 225
0.2 4 20 1 10 189
6 30 15 130
8 40 2 115
2 5 0.5 215
0.4 4 10 1 5 170
6 15 15 100
8 20 2 84
2 3.3 0.5 209
0.6 4 6.6 1 33 124
6 10 15 56
8 13.3 2 40
2 2.5 0.5 204
0.8 4 S 1 2.5 81
6 7.5 15 38
8 10 2 25
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Figure 14. Shading diagram of the vertical displacement distribution resulting from the heave
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Figure 16. Shading diagram of the vertical displacement distribution resulting from the heave
for (GPA at L=8 m and D=0.8 m) in (m).
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Figure 17. Relationship between the normalized maximum heave (H,'/Hyo) and (L/D) ratio of
(GPA\) for different ratios of (B/D) - (L/D) ratio effect.
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Table 7. Variables limitation for the heave equation.

Variable Minimum Maximum
(L/D) Ratio 2.5 40
(B/D) Ratio 25 10
(L/H) Ratio 0.5 2

Table 8. Comparison between the predicted and observed heave.

(GPA) (GPA) (L/D) | (L/H) | (B/D) Predicted Observed
Diameter (cm) | Length (cm) | Ratio | Ratio | Ratio | Heave (mm) | Heave (mm)
20 10 0.5 22.88 22.7
2 30 15 0.75 10 21.06 21.6
40 20 1 19.24 19.2
20 6.67 0.5 21.24 21.0
3 30 10 0.75 6.67 18.94 19.2
40 13.33 1 16.64 17.1
20 5 0.5 20.41 21.1
4 30 7.5 0.75 5 17.87 18.3
40 10 1 15.34 16.1
24
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E o ®
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- 19
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o ° o
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Figure 20. Relationship between the predicted and observed heave of (GPA-Foundation
System).
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ABSTRACT

The objective of an Optimal Power Flow (OPF) algorithm is to find steady state operation
point which minimizes generation cost, loss etc. while maintaining an acceptable system
performance in terms of limits on generators real and reactive powers, line flow limits etc. The OPF
solution includes an objective function. A common objective function concerns the active power
generation cost. A Linear programming method is proposed to solve the OPF problem. The Linear
Programming (LP) approach transforms the nonlinear optimization problem into an iterative
algorithm that in each iteration solves a linear optimization problem resulting from linearization both
the objective function and constrains. A computer program, written in MATLAB environment, is
developed to represent the proposed method. The adopted program is applied for the first time on
Iragi 24 bus Extra High Voltage (EHV) network (400 kV). The required are data taken from the
operation and control office, which belongs to the ministry of electricity.

Keywords: Optimal power flow, linear programming, active power dispatch.
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I. INTRODUCTION

Throughout the entire world, the electric power industry has undergone a considerable change in the
past decade, and will continue to do so for the next several decades. In the past, the electric power
industry has been either a government-controlled or a government-regulated Industry which existed
as a monopoly in its service region. All people, businesses, and industries were required to purchase
their power from the local monopolistic power company. This was not only a legal requirement, but a
physical engineering requirement as well. It just did not appear feasible to duplicate the resources
required to connect everyone to the power grid. Over the past decade, however, countries have begun
to split up these monopolies in favor of the free market Barkovich 1996, Morgan 1996and Rudnick
1996.

Optimal Power Flow (OPF) solution methods have been developed over the years to meet this
very practical requirement of power system operation Acha 2000, El-Hawary 1986,Giacomoni
2010 and Huneault 1991.

The optimal power flow problem has been discussed since its introduction by Carpentier
Khaled 2008. Because the OPF is a very large, non-linear mathematical programming problem, it
has taken decades to develop efficient algorithms for its solution. Many different mathematical
techniques have been employed for its solution. The majority of the techniques discussed in the
literature use one of the following five methods Alsac 1990, Dommel 1968, Sun 1984 and Wood
1996.

1. Lambda iteration method, also called the equal incremental cost criterion (EICC) method.

2. Gradient method.

3. Newton’s method.

4. Linear programming method.

5. Interior point method.

The Linear Programming (LP) approach transforms the nonlinear optimization problem into an
iterative algorithm that in each iteration solves a linear optimization problem resulting from
linearizing both the objective function and constrains Alsac 1990, Chamorel 1983, Tareq 2008 and
Ye Tao 2009.

The large - scale application of LP - based methods has traditionally been limited to network
constrained real and reactive dispatch calculations whose objectives are separable, comprising the
sum of convex cost curves. The accuracy of calculation may be lost if the oversimplified
approximation is adopted in LP - based OPF. The piecewise linear segmentation of the generator fuel
cost curve should be good for avoiding this problem. The piecewise approach can fit an arbitrary
curve convexly to any desired accuracy with a sufficient number of segments. Originally, a separable
LP variable had to be used for each segment, with the resulting large problems with multi segments
cost curve modeling were prohibitively time and storage consuming. The difficulty was alleviated
considerably by a separable programming procedure that uses a single variable per cost curve,
regardless of the number of the segments. However, the number of segments still affects the solution
speed and precision, Jizhong Zho 2009.

This paper presents an LP-based OPF for generation cost minimization using as control variables
the generator active power and generator voltage. It is intended to overcome the constraints of current
LP-based OPF algorithms. The main problem of the current algorithms is the loss of accuracy of the
linear approximation of the objective function when the changes of the control variables are not small
enough. An attempt to address this issue consists of imposing limits to the deviation of control
variables, Alsac 1990 . Although this approach solves the problem, the convergence of the algorithm
becomes very slow. The LP based OPF proposed in this paper improves the accuracy of the linear
approximation of the objective function. The objective function is approximated by a piecewise
linear function determined iteratively by segmented the objective function in each iteration.
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2. PIECEWISE LINEAR APPROXIMATION OF OBJECTIVE FUNCTION

Assuming that the objective function is a quadratic characteristic, the objective function can be
linearized by a piecewise linear approach. If the objective function is divided into N linear segments,
the real power variable of each generator will also be divided into N variables. Fig. 1 is an objective
function with three linear segments. The corresponding slopes are by, b,, and b, respectively Jizhong
Zho 2009.

From Fig. 1, the generator power output variables for each segment can be presented as below:

Pgi min< Pgi 1= Pg1 max (h
PGi 33’::.‘«'3 PG:' ZS PG: mex (2)
PG: .‘?’:L'.‘.'A.'S PG:' SS PG:' max (3)

If P min IS Selected as the initial generator output power, the incremental generator power outputs
for each segment can be expressed as:

APg: 1= Pgiy — Pgimin (4)
APz 2= Pgiz — Pgitmax (5)
APgi3= Pgiz — Pgiomax (6)

Thus the constraint Eq. (1) to Eq. (3) become

0<APz 1< Fsiimar — Poimin (7)
0<AP;:<Fgsiamar — Poitmax (8)
OSAPGfESPGf!?‘?EA' _PG:'ZJ.*’:E.A' (9)

The piecewise linear objective function becomes
F =355 fi(Pe) = iz, D5 by APgy (10)

Where;
N¢: The number of generators

P: min - The minimal real power output at generator i
Peimax - The maximal real power output at generator i

3. MATHEMATICAL FORMULATION OF THE ALGORITHM
The objective function contains real power generation cost. Mathematically, it is formulated as
follows:

F=%%A0P) (11)
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Subject to
S Pe = T2 Pox + Py (12)
|Pi| < Pijmaxd)€NT (13)
Peimin< Poi < Poimax 1 €Ng (14)
Where;

P b : The real power load

P, ;: The power flow of transmission line ij
P;;max . The power limits of transmission line ij
P;: The network losses

fi: The cost function of the generator i

Nr: The number of transmission lines

Ng: The number of loads

Since loads are constant for the given time, we can get the following expression through linearizing
the real power balance equation:

dPy ‘.l
oPgi/

i [1 -

PEAPL =0 (15)

The real power flow equation of a branch can be written as follows:
P:'_," = 'L!': G;‘_I-' — [_T L:I( '5;'_..' CoS ,5":._! + B:’j sin ':?:'_." ) (16)

Where;
P;;: The sending end real power on transmission branch ij

I:: The node voltage magnitude of node i

&;;: The difference of node voltage angles between the sending end and receiving end of the line ij
B;;: The susceptance of transmission branch ij

G:;: The conductance of transmission branch ij

Through linearizing Eg. (16), we get the incremental branch power expression as below:
AP ==V V® (=G sin 87A8;+B;; cos §5A8,)) (17)

In a high - voltage power network, the value of &;;is very small, and the following approximate
equations are easily obtained:

sind;;= 0 (18)

cosd;;= 1 (19)
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In addition, assume that the magnitudes of all bus voltages are the same and equal to 1.0 p.u.
Furthermore, suppose the reactance of the branch is much bigger than the resistance of the branch, so
that we can neglect the resistance of the branch. Thus,

'55.-" == {:z 0 (20)
By=—on- a1 (21)

Substituting Eq. (18) to Eq. (21) in to Eq. (17) , we get

AP, = — B, A8, = — Byy(A8; — Ag)) = 257290 (22)

;
L

The above equation can also be written in matrix form, i.e.,
APb=B'Ad (23)
Where the elements of the susceptance matrix B’ are

B;JI. = Bf," = —— (24)

B, =—Xi=15; (25)

The bus power injection equation can be written as

Pg; — Pp=V, 7=, V; (G cos 85 + By sin &5 ) (26)

Since the load demand is constant, the linearization expression of EQ.(26) can be written as below:
AP;=V Y7y VP (=Gy; sin 6508, + By; cos 6,306 ) (27)
=V By VP (=Gyj sin 6] + By cos 67)) Ay (28)

The above equation can also be written in the following matrix form

APG=HAS (29)

Eq. (29) stands for the relationship between the incremental generator output power (except for the
generator that is taken as slack unit) and the incremental bus voltage angle. Matrix H can also be
simplified by using Eq. (18) and Eq. (21).

According to Eqg. (23) and Eq. (29), we can get the direct linear relationship between the

incremental branch power flow and incremental generator output power, i.e.,

APp,=B'A8 =B'H! APc=D AP¢ (30)
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Where
D=B'H* (31)

It is also called as the linear sensitivity of the branch power flow with respect to the generator power
output.
Thus the linear expression of the branch power flow constraints can be written as:

|D AF)G | < APEJ max (32)

The element of the matrix APy ... is the incremental power flow limit AZ;; ... of the branch ij,
i.e.,

A"E:‘:'_," J?’:E.A:P:'_,l' mc.x_P;'S: (33)
The incremental form of the generator output power constraint is , Jizhong Zho 2009
Pg; min — P._,ES APg; < P g — P._,E [ eNg (34)

4. THE PROPOSED METHOD IMPLEMENTATION

The above mentioned method for solving optimal power by LP uses an iterative technique to obtain

the optimal solution, so it is also called a successive linear programming (SLP) method. The solution

procedures of SLP for optimal power flow are summarized below:

Stepl. Select the set of initial control variables

Step2.Solve the power flow problem to obtain a  feasible solution that satisfies the power balance
equality constraint.

Step3. Linearize the objective function and inequality constraints around the power flow solution and
formulate the LP problem. Then solve the LP problem and obtain the optimal incremental
control variables AP;.

Step4. Update the control variables :
Pli—:'{:-_i = Pr_—;{:"‘ A.Pg:'
Step5. Obtain the power flow solution with updated control variables.
Step6. Check the convergence. If AP;; in Step 4.Are bellow the user-defined tolerance, the solution

converges. Otherwise, go to Step 3.
Fig. 2 shows the flowchart of linear programming method Based optimal power flow problem.

5. CASE STUDY

The Iragi 400kV (EHV) network shown in Fig. 3 was chosen to implement the proposed LP
algorithm for OPF.

The Iragi EHV network consists of 24 bus bars, 38 transmission lines and 11 generating stations.
Two operational case studies for the Iragi network were chosen to be studied by this paper for
optimal power flow solution. These two case studies are with cheap and expensive international fuel
price conditions.

All the data for this work was taken from the Iraqi operation and control office that belongs to the
ministry of electricity.
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Table 1 indicates transmission system parameters in p.u. / km (at a base of 100 MVA) for the three
types of the transmission lines used in the Iragi network.

6. RESULTS

The algorithm described in this paper has been coded in MATLAB (R2008a) language. The
performance of the algorithm is illustrated considering for a state of load of the operation of the Iraqi
power system. The results obtained from using Linear Programming (LP) method are compared with
the results obtained from power flow solution using Newton-Raphson method. It is worth mentioning
that the distribution of loads on the power plants identified for Newton-Raphson so that we get less
losses. There are four power plants run on two types of fuel to generate electric power, so we
compared the results when they operate on the cheap fuel type and expensive fuel type. Fig.4 shows
the voltage magnitude in per unit for each bus when cheap fuel price is used to generate power in
power plants that operate on two types of fuel and for the two algorithms (Newton-Raphson and
Linear Programming).

Fig. 5 shows the generation of each plant for Newton-Raphson power flow solution compared

with Linear Programming method when cheap fuel price is used, Fig. 6 shows the production cost
when cheap fuel price is used

Fig.7 shows the voltage magnitude for each bus when expensive fuel price is used to generate
power in power plants that operate on two types of fuel and for the two algorithms (Newton-Raphson
and Linear Programming).

Fig. 8 shows the generation of each plant for Newton-Raphson power flow solution compared
with Linear Programming method when expensive fuel price is used.
Fig. 9 shows the variation of production cost through optimization using Linear Programming
method (LP).

7. CONCLUSION

The Linear Programming (LP) algorithm is used for the first time on the Iragi Extra High Voltage
(EHV 400kV) Grid for optimal power flow to minimize the active power generation cost. paper has
presented a LP based.

The problem constraints are the coupled linearized power flow equations and the system variable

limits. A piecewise linear approximation of the objective function is built by adding iteratively a
tangent cut in each iteration.
It can be also note that the results of the production cost are significantly decreased when using
Linear Programming with the results derived in the case of Newton—Raphson. From Table 2 there is
about 30.16% decrease in the production costs when using cheap fuel type, whereas there is about
28.2% decrease in production costs when using expensive fuel type as given in Table 3.
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9. ABBREVIATIONS AND SYMBOLS

EHV Extra high voltage

LP Linear programming
OPF Optimal power flow
By Self susceptance

Bjj Mutual susceptance
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F; The generator fuel cost function
G Self conductance

Gjj Mutual conductance

Pp; Active load power at bus i

Pai Active power generated by unit i

Psimin  Minimum generator active power limit
Pgimax Maximum generator active power limit

V; Bus voltage at bus i

AP Change in active power

A& Change in voltage angle

AV Change in voltage magnitude
84 Bus voltage angle at bus i

Tablel. Iragi transmission line system parameters.

Conductor R X B
Type p.u./km |p.u./km | p.u./km
AAAC 0.00002167|0.000197 | 0.005837
ACSS 0.0000228 O'Oog 186 0.005784
ACSD 0.0000228 0'00$ 189 0.005962
Table 2. Results when cheap fuel price is used.
NR LP
Total Active Gen. 4188.97 [MW] 4192.63 [MW]
Total Reactive Gen. 11.74 [Mvar] 63.99 [Mvar]
Total Active Load 4177 [MW] 4177 [MW]
Total Reactive Load 1998 [Mvar] 1998 [Mvar]
Total Active Loss 11.967 [MW] 15.633 [MW]
Total Reactive Loss 104.97 [Mvar] 136.20 [Mvar]
ProductionCost ($/h) 688960 481158.11
Table 3.Results when expensive fuel price is used.
NR LP
Total Active Gen. 4188.97 [MW] 4195.76 [MW]
Total Reactive Gen. 11.74 [Mvar] 91.23 [Mvar]
Total Active Load 4177 [MW] 4177 [MW]
Total Reactive Load 1998 [Mvar] 1998 [Mvar]
Total Active Loss 11.967 [MW] 18.756 [MW]
Total Reactive Loss 104.97 [Mvar] 164.64 [Mvar]
Production Cost ($/h) 974630 699679.68
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Figure 1. Piecewise linear objective function.
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Figure 2. The flowchart of linear programming method based-optimal power flow problem.
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ABSTRACT

In this paper, integrated quantum neural network (QNN), which is a class of feedforward
neural networks (FFNN’s), is performed through emerging quantum computing (QC) with artificial
neural network(ANN) classifier. It is used in data classification technigue, and here iris flower data
is used as a classification signals. For this purpose independent component analysis (ICA) is used as
a feature extraction technique after normalization of these signals, the architecture of (QNN’s) has
inherently built in fuzzy, hidden units of these networks (QNN’s) to develop quantized
representations of sample information provided by the training data set in various graded levels of
certainty. Experimental results presented here show that (QNN’s) are capable of recognizing
structures in data, a property that conventional (FFNN’s) with sigmoidal hidden units lack. In
addition, (QNN) gave a kind of fast and realistic results compared with the (FFNN). Simulation
results indicate that QNN is superior (with total accuracy of 97.778%) than ANN (with total
accuracy of 93.334%).

Keywords: signal classification, artificial neural network, quantum computing, data analysis and
fuzziness.
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1. INTRODUCTION

Quantum neural network (QNN's) is a promising area in quantum computation and quantum
information field. In 1997, Lov K. Grover proposed a method that can speed up a range of search
applications over unsorted data using Quantum mechanics, Lov K. Grover, 1997.

Several models have been proposed in the literature but most of them need clear hardware
requirements to implement such models, one of the most exciting emerging technologies is quantum
computation, which attempts to overcome limitations of classical computers by employing
phenomena unique to quantum-level events, such as nonlocal entanglement and superposition. It is
therefore not surprising that many researchers have conjectured that quantum effects in the brain are
crucial for explaining psychological phenomena, including consciousness, Abninder, 2006.
Jarernsri. L. Mitrpanont, and Ananta Srisuphab, presented the approach of the quantum complex-
valued backpropagation neural network or QCBPN, the challenge of their research is the expected
results from the development of the quantum neural network using complex-valued
backpropagation learning algorithm to solve classification problems, Jarernsri, 2003.

Independent component analysis (ICA) is essentially a method for extracting useful information
from data. It separates a set of signal mixtures into a corresponding set of statistically independent
component signals or source signals. ICA belongs to a class of blind source separation (BSS)
methods for separating data into underlying informational components, Isabelle, 2006.

The mixtures can be sounds, electrical signals, e.g., electroencephalographic (EEG) signals or
images (e.g., faces, and Functional Magnetic Resonance Imaging (FMRI) data). The defining
feature of the extracted signals is that each extracted signal is statistically independent of all the
other extracted signals, James, 2004.

2. METHODLOGY FOR INTEGRATED QNN SIGNAL CLASSIFIER SYSTEM

The overall block diagram that shows the structure of integrated QNN as signal classifier
system is shown in Fig.1. Every single recorded input signal Iris signals database is depicted or
formed by [1X50] discrete data matrix, and represents a vector pattern. Two different Iris data sets
are formed for training and testing purposes. The discrete dataset has three different classes
species, the structure of integrated QNN signal classifier system can be shown by the following
principal steps:

2.1 Normalization

Normalization is a process to simplify data as feature extraction. It is usually affected by
peak-to-peak magnitudes and offset of input data because of physiology conditions surrounding,
psychological state, artifacts; therefore, normalization mainly required to decrease the effects of
undesirable parameters and offset.
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2.2 Feature Extraction

Feature extraction or dimensionality reduction is the process of extracting useful
information from the signal, features are characteristics of a signal that are able to distinguish
between different classes species. Feature extraction requires reducing the size of the data by
selecting appropriate features, selected features should be minimally redundant and the expected
results should maximally depend on these features, and preserve all information from the signal that
is needed for classification.

In ICA, each signal is described as a scalar variable, and a set of signals as a vector of
variables, and the process of obtaining signal mixtures from signal sources using a set of mixing
coefficients, Isabelle, 2006.

X1 = a11S1 + A12S2 (1)
Xp = a21S51 1t 22252 (2

Above equations can be rewritten using matrix —by-vector form as:

<=L ©
=[] y
A= 0

Then Eq. (1) can be written in matrix by vector form as follow:
X=AS (6)

Where, (a11, a12, a1, az), a set of mixing coefficients, (s;,s;) are original signals(source
signals), and( x,,x,) set of “mixture” points which can be transformed back to the source signals
(sq,s1) using a set of unmixing coefficients, which reverse the effects of the original geometric
transformation from source signals to signal mixtures, Joshua, 2000.

S1 = UXp +0X; ()
S, = VX4 + SXZ (8)

Above equations can be rewritten using matrix —by-vector form as:

=15 8l ©)
N

Then Eq. (9) can be rewritten using matrix —by-vector form as:
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S=WX (11)

Where (u, g, v, 8), a set of unmixing coefficients.

2.3 QNN and its Learning Algorithm

FFNNs must use the sample information as a mere reference for creating the internal
representations, thus, it should not encode the sample information accurately into the internal
representations. Such an exact or faithful encoding of the sample information results in the FFNN
memorizing the “crispness” in the training data set. But an inherently fuzzy architecture should be
capable of generalizing the sample information into various graded levels of certainty over the
entire feature space. This may be possible if the architecture is capable of creating graded internal
representations from the sample information. The QNN is as architecture capable of allowing the
sample information to be encoded into certain levels grades of certainty/uncertainty only,
Jarernsri, 2003.

One simple way of incorporating the ability to form consistent multilevel partitions in the
hidden layer is to create hidden unit partitions with the property of “spreading-out” over regions of
uncertainty in the feature space and collapsing-in over regions of certainty. If all the hidden unit
transfer functions have the ability to form “graded” partitions instead of the crisp linear partitions,
then these partitions can be “collapsed-in” or “spread-out” as required, using a suitable algorithm.
Such an algorithm will not require that the fuzzy measures on the feature space be known, but will
be a general procedure for learning the imprecision and uncertainty in the data set. This motivates
the study of hidden units with multilevel transfer functions, Jarernsri, 2003 and Gopathy, 1996.

Suppose the multilevel hidden unit has ns discrete states or levels. Then its transfer function
can be written as a superposition of ns sigmoidal functions, each shifted by #". The output of this

n

S
multilevel unit can be written as (1/ns) Z sgm(v'x - ") where v is the connected weight matrix
r=1
between input and the hidden units in hidden layers, and x is the input feature vector . The step
widths of the multilevel transfer function, which may be called the quantum intervals, will be
representative of discrete localized cells in the feature space consisting of feature vectors with
approximately the same level of uncertainty as to their membership to the classes in the data set.
These quantum intervals “jump-positions” @' unlike the step widths, step heights need not be
learned by independent parameters because several sigmoid can be shifted to the same location and
added together to give steps of desired heights, to an approximation which reduces total number of
parameters to be learned by almost one-third, Gopathy, 1996.

QNN consists of n; inputs, one hidden layer of n, nodes, each one represents a multilevel
units and n, outputs. Output units can be linear or sigmoid. Let X,k=[X1x Xok »..., Xnkl'» k=1,...m,
be the k" feature vector of the data set X. Then the input to the j™* hidden unit from the k™ feature
vector is:

hjk = o vii Xik (12)

~ 1 s 1 s -
b= -Biti b = - sgm(By (b — 6)) (13)

ng
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Where hjy : the response of the i multilevel hidden unit from k™ is feature , sgm(t) =
el is a sigmoid function (unipolar), B, a slope factor for all multilevel hidden units in hidden

layer,6;" define the jump positions in transfer function, and ns is the number of levels or sigmoids in
the multilevel hidden unit, Fig. 2 (a) plots the response hy of jt four level quantum neuron as a

function of its input hj_k with equal step heights and Fig. 2 (b) demonstrates multilevel transfer
function with unequal step heights through simple shifting ,Jarernsri, 2003.

Vik = Z?:ho wij hyjy (14)

With hj, =1, vk therefore, the response of the i output unit for the k™ input feature
vector can be written as:

Vik = sgm(B, (Vi) (15)
The major steps of QNN learning algorithm are summarized and presented as follows:

A) Update the synaptic weights:

Step 1: Selecta, ag, B, , B, (by trail and error) and randomly initialize the weights (W & V) and values
of jump positionse;.

Step 2: Present k" input pattern and specify the desired output.

Step 3: Calculate actual output y;, , using the present values of v;; and W;.

Step 4: Find the error terms eiok ) and ( e?k).
Calculate the output error.

e:k = (Yix = ¥ix) Vi = yix) (16)
Calculate the hidden layer error term.

1 n

h s No
e\ = (n_ ;ﬂhgvk(l_hgvk))glegvkij (17)
S

p is over all nodes in the layer above node j.

Step 5: Adjust the synaptic weights:

Wijk = Wijk-1 T (leicfknlsZ?L sgm (B, (h;k - 6) (18)
Vilk = Vjlk-1 T @By (I%SZ?L hiy (1- hjr,k) X1k (19)

Where, k + 1, k, and, k - | index next, present, and previous respectively, and is a learning rate.
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Step 6: Present another input pattern and go back to step 2
All of the training samples are presented cyclically.

B) Update the quantum intervals:

Step 1: In each training cycle, calculate the outputs y;y, and vg, for each hidden node.

Then, take the average values for each class, (hj ), (vi. ), for m™ class during the training of
QNN is as:

(Bem) = 7o Znenecen Nk (20)
( er,cm) = %mlz:xk:xk(zcm er,k (21)

lc,| = The cardinality of m®™ class

Step 2: Calculate the quantum interval adjustment A6g for each level:

Aelr =0 Bizgrf:l DXy XkECm ((h]:TCm) - hiN.k) (( V]'S:Cm> B Vjsrk) (22)

ng
Where o4 is the learning rate.
Step 3: Update jump-positions by:
of = of + A6l (23)
Step 4: Continue next cycle and go back to step 2.

Nomenclature:

n,= number of output nodes.

n;= number of input nodes.

ng= number of quantum interval.

6] = value of r® jump-position of hidden node j.

w;; = the strength of connection between j*™ hidden node and i™" output node.
v;= the strength of connection between 1™ input node and j™ hidden node.
yix = actual output at output node i for k' input pattern.

yi = desired output at output node i.

e ;k & e?k = error terms of output node i and hidden node j for k™ input pattern.
e = sgm (b — 6))

hjy = Y2, vii xix , the internal state of hidden node j for k™ input pattern.

h= niszi‘;l I\, the output of j* hidden node.
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3. RESULTS AND DISCUSSION
3.1 Results of using ANN Classifier

Three layer ANN was employed as classifier, for Iris data set signal, network structure is 4-
16-3 namely input vector (n;) is equal to (4) representing number of input variables. The 4 rows
(sepal length, sepal width, petal length, and petal width) contained a single hidden layer, number of
hidden units was chosen by trial and error; which revealed that number of neurons at hidden layer
(ny,) is at least greater than twice of input nodes (n;) correspond to features of each species, as an
assumption (n,, = 4*n;) for good performance (n, = 16) traditional neuron with sigmoid activation
function (unipolar), and output layer contains number of neuron equivalent to classes (species),
(n,= 3), structure of the ANN classifier is shown in Fig.3 with number of nodes at each layer.

Three layers ANN was employed as classifier of Iris data signal, randomly select input
feature vectors to achieve the uncertainty principle. Randomly selected 70% samples as training
samples and 30% for testing samples. Learning rate (n) is chosen by trial and error for weigh
adjusting(W;;, V) is set to (0.01) MATLAB programming test, the number of iteration (epochs) is
set to 1500.

The performance of ANN classifier (for both training and testing phases) is shown in Fig.4
and for training data set; ANN gave a Mean Square Error (MSE) of (0.0054) and accuracy of
(100.00%).

For testing phase, ANN classifier showed a mean square error MSE of (0.1174) with
accuracy of (93.334%). Fig.4 shows the relationship between MSE and number of iteration for
ANN classifier. As can be seen that MSE is decreasing with increasing number of iterations, which
revealed that the network is converged with iteration number of (1500) and MSE of (0.0054).

3.2 Results of using QNN Classifier

Three layers QNN was employed as classifier of Iris data signal, the performance of the
QNN was tested to perform classification on Iris data signal. Randomly selected 70% of the
samples are used for training (training input feature vectors) and 30% for testing (testing input
feature vectors), the structure is 4-8-3 for the neural network, input vector(n;) is equal to (4).

The number of multi-level hidden units (which are used in the hidden layer of QNN rather
than traditional neurons as in ANN) with the number of multi-level neurons (ny) is no more than
twice of the input nodes (n;), in such structure of (2*n;), i.e. (n,=8) multi-level hidden units with
sigmoidal activation function (unipolar), and the output layer contains neurons equivalent to
number of species (n,= 3). The major difference between QNN and ANN is that the QNN uses
quantum neuron (multi-level neuron (graded) with sigmoid activation function), structure of QNN
classifier is shown in Fig.5). It contains a single hidden layer with (n;, = 8) units, three output units
(no. of species) and 4 input nodes, also identifies by existence of jump-positions (thetas' values) of
multi-level hidden units of the QNN hidden units were chosen by trial and error.

The QNN is composed of multi-level hidden units with (ng = 3) (chosen by trial and error)
levels for each hidden unit, the learning rate (learning ratio) (n) for weigh adjusting(Wj;, V;) is set to
(0.07) training by MATLAB test, and the learning rate for quantum interval adjusting (eta_theta n)
is set to (0.001), and slop factor for unit at hidden layer B, = 2 , but for output layer slop factor
B, = 1.5, the number of iteration (epochs) is set to (300). Synaptic weights(Wj;, V;) are adjusted by
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minimizing quadratic error function with respect to particular weights, in training itself; jump-
positions of multi-level hidden units adjusted also.

Results are done with (70%) of input feature vectors for training phase and (30%) of input
feature for testing phase, performance of QNN classifier shown in Fig.6 and summarized with
(1)MSE of (0.1258) and accuracy of (97.143%) for training phase (2) MSE (0.3780) with accuracy
of (97.778%) for testing phase. Fig.6 displayed the relationship between MSE and number of
iteration for QNN classifier, in which reveals that MSE is decreasing with increasing number of
iterations, but when the iteration number exceeded 150 the MSE decreases very slightly which
means the network is converged with iteration number of (150) and MSE of (0.1258). As in Fig.4,
Fig.6 shows an inverse relationship between MSE and number of iterations.

Main difference between two figures is that QNN converges with less iteration, Fig.6 shows
convergence occurs at (150) in QNN classifier compared with (1500) for ANN.

3.3 QNN vs. ANN Classifiers

To discuss the results of ANN and QNN classification for Iris data signals (QNN vs. ANN
classifiers), table 1 shows a comparison between them. Two issues can be concluded from tablel,
first one is that QNN classifier gave better accuracy for testing phase compared with ANN classifier
(97.778% compared with 93.334%) and second issue is that QNN converged with less number of
iterations (150 epochs for QNN compared with 1500 epochs for ANN), and this indicates that the
time required for QNN convergence is about (90%) less than that of ANN.

The reason is that ANN is unable to correctly assign class membership to data samples
belonging to regions of the feature space where there is overlapping among the classes. The reason
for this is that FFNNs use sharp decision boundaries (due to crisp membership function) to partition
the feature space. As a result, the outputs of trained ANNs cannot generally be interpreted as
membership values. Also it can be found that QNN is more reliable than the ANN because QNN
generates a more structured representation of the input data at the hidden layer than that of the ANN
as QNN use multilevel hidden units, this is not surprising, given the fact that the jump-positions of
the multi-level hidden units of the QNN are updated by minimizing some measure based on the
class-conditional variances at the outputs of the hidden units.

Another advantage is that QNN systems are using quantum neuron instead of traditional
neuron which is often able to learn faster and require less number of neurons in the hidden layer
which could lead to a smaller number of weights and reduction of the number of neurons in the
hidden layer which could lead to smaller number of weights, or it can be said generally that this
means reducing the total number of parameters (input weights, output weights, jump position) to be
learned by almost half, as an assumption to the total number for hidden units in hidden layer is
with(4*n;) empirically for best accuracy in ANN classifier, while assumption to the total number
for multilevel hidden units in hidden layer is with(2*n;) empirically for best accuracy in QNN
classifier. This means that the total number of parameters (input weights, output weights, jump
position) to be learned is reduced by almost half which represents another advantage for QNN.

Here the number of multilevel hidden units in the hidden layer was set to (8) by QNN but
(16) by ANN, the input weights is (V(8x4)) and output weight (W(3x8)) and jump position with
(8x3)matrix by QNN while the input weight is (V(16x4)) and output weight is (W(3x16)) for ANN.
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4. CONCLUSSIONS

In this paper, a data classification system based on multi-level transfer function integrated
Quantum Neural Networks (QNN) is proposed. The classification system methodology consists of
ion signals which here iris data. First, the classification signals should be normalized then feature
extraction is applied using independent component analysis technique then classification task is to
be achieved firstly using artificial neural network classifier and secondly using integrated Quantum
Neural Networks (QNN).

The architecture of (QNN’s) has inherently built in fuzzy, hidden units of these networks
(QNN’s) to develop quantized representations of sample information provided by the training data
set in various graded levels of certainty. Experimental results presented here show that (QNN’s) are
capable of recognizing structures in data, a property that conventional (FFNN’s) with sigmoidal
hidden units lack. In addition, (QNN) gave a kind of fast and realistic results compared with the
(FFNN). Simulation results indicate that QNN is superior (with total accuracy of 97.778%) than
ANN (with total accuracy of 93.334%).
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Figure 1. Block diagram of the methodlogy for signal classification system.
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Figure 2. Multilevel transfers function with (a): equal step heights (b): unequal step heights.
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Input layer Hidden layer Output layer

Figure 3. Structure of the Artificial Neural Network (ANN) classifier.
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Figure 4. Classification of signals by ANN classifier.
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Figure 5. Structure of Quantum Neural Network (QNN) classifier.
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Table 1. Classification and performance using ANN and QNN classifiers.

Network MSE for training | Accuracy No. of epochs MSE for Accuracy for testing
classifier set for training for testing set set (%)

type set (%) convergence

ANN 0.0054 100.00 1500 0.1174 93.334
classifier

QNN 0.1258 97.143 150 0.3780 97.778
classifier
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ABSTRACT

Simulation of the Linguistic Fuzzy Trust Model (LFTM) over oscillating Wireless Sensor
Networks (WSNs) where the goodness of the servers belonging to them could change along the
time is presented in this paper, and the comparison between the outcomes achieved with LFTM
model over oscillating WSNs with the outcomes obtained by applying the model over static
WSNs where the servers maintaining always the same goodness, in terms of the selection
percentage of trustworthy servers (the accuracy of the model) and the average path length are
also presented here. Also in this paper the comparison between the LFTM and the Bio-inspired
Trust and Reputation Model for Wireless Sensor Networks (BTRM-WSN) in terms of the
accuracy and the average path length suggested by each model is presented. Both models give
quite good and accurate outcomes over oscillating WSNs. Also it must be mentioned that the
evaluation environment used here is Trust and Reputation Model Simulator for WSN.

Key words: oscillating WSN, linguistic fuzzy trust model, bio-inspired trust and reputation
model for wireless sensor networks, trustworthy servers, and malicious servers.
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1. INTRODUCTION

Wireless sensor networks or sensor networks are composed of a large number of sensor nodes
deployed densely in a closed proximity to collect data to a specific function. Sensors have
limited memory, computational capability, and limited transmission capacity. The sensors
primarily preprogrammed to collect the data and forward to the base station through defined
communication path. If the information is sensitive, the nodes and communication path must be
trustworthy. The sensor network possesses the self-organizing capability if the positions of nodes
are not predetermined. Irrespective of the topology, each node must trust the successive node in
the path. If any node in the path is suspicious, the decision node must calculate the alternative
path.

This paper take the scheme that assumes some nodes of the network request some services (and
act, therefore, as clients) and some others provide those services (thus acting as servers or
services providers). Here suppose that every sensor is only able to communicate with its direct
neighbors (that is, it cannot establish a direct communication with a node more than one hop
ahead. They are, however, susceptible to a large number of security threats, Marmol, and Pérez,
2009a, some of which might be effectively mitigated with an accurate trust and reputation
management, Marsh, 1994, Marti, and Garcia-Molina, 2006. Many researches about trust and
reputation management models have been recently proposed as an innovative solution for
guaranteeing a minimum level of security between two entities belonging to a distributed system
that want to have a transaction or interaction. Thus, many models have been designed and
developed in this direction.

Many methods, technologies and mechanisms like fuzzy logic, Tajeddine, et al., 2006, bayesian
networks, Wang, et al., 2006, or even bio-inspired algorithms, Marmol, and Pérez, 2011, have
been proposed in order to manage and model trust and reputation in systems such as P2P
networks, Almen’arez, et al., 2004, ad-hoc ones, Moloney, and Weber, 2005, wireless sensor
networks, Boukerche, et al., 2007, or even multi-agent systems, Sabater, and Sierra, 2001.

The simulation of the trust model, Linguistic Fuzzy Trust Model (LFTM) over oscillating
Wireless Sensor Networks is presented here. This model enhances the interpretability of previous
model, BTRM-WSN (Bio-inspired Trust and Reputation Model for Wireless Sensor Networks),
Marmol, and Pérez, 2011, and makes it closer to the final user with relatively improvement in
the accuracy of it. BTRM-WSN is a model based on a bio-inspired algorithm called ant colony
system (ACS), Dorigo, and Gambardella, 1997, where ants build paths fulfilling certain
conditions in a graph. These ants leave some pheromone traces that help next ants to find and
follow those routes.

The simulation of the BTRM-WSN model over oscillating WSNs is presented in paper,
Marmol, and Pérez, 2011, while in this paper the simulation of the LFTM model over
oscillating WSNs is presented, and the comparison between the simulations of the two models
over oscillating Wireless Sensor Networks is also presented here. Here the simulation is focused
in two targets. First, interesting in finding out how many times a model is able to select the right
benevolent server to interact with. In other words, the selection percentage of trustworthy servers
is calculated; Second, in calculating the average path length suggested by a model. The rest of
this paper is organized as follows: An overview of the Linguistic Fuzzy Trust model is presented
in section 2. In section 3 simulation results of experiments and comparison between simulation
of the BTRM-WSN and LFTM models over oscillating Wireless Sensor Networks are discussed.
In section 4 conclusions is described.
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2. LINGUISTIC FUZZY TRUST MODEL

This model is an enhancement for the pervious trust and reputation model, BTRM-WSN model,
Marmol, and Pérez, 2011, which uses linguistic fuzzy sets and fuzzy logic for the enhancement.
On one hand, it will be enjoyed the representation power of linguistically labeled fuzzy sets, as is
the case, for instance, of the satisfaction of a client or the goodness of a server. On the other
hand, it will be exploited the inference power of fuzzy logic, as in the imprecise dependencies
between the originally requested service and the actually received one, or the punishment to
apply in case of fraud. The expected outcome will be an easy-to-interpret system with
competitive performance.

A set of linguistic labels describing several levels of a variable or concept could be associated to
a fuzzy set. The set is defined in a way that captures the underlying notion of such word for that
particular concept. Typical linguistic labels include ‘very low’, ‘low’, ‘medium’, ‘high’, and
‘very high’. The defined fuzzy sets associated to such labels for the case of client satisfaction are
depicted in Fig. 1.

Fuzzy rules can be expressed in several forms. A rule is composed of an antecedent part, where
the activation condition is expressed, and a consequent part, where an action or a conclusion is
presented. The antecedent is usually a logic expression. In fuzzy rules, a basic logic expression is
the membership of a variable value to a set. These basic expressions are then connected with
logic connectives, being the most common, the AND operator. Likewise, the most common
consequent is the membership of an output variable to a fuzzy concept. These are known in
fuzzy terminology as Mamdani-type rules. In fuzzy logic, the truth value of logical expressions

is not binary but ranges from zero to one allowing for partial truth. The fuzzy logic operators,
AND, OR, and NOT are adapted to allow for such partial truth. Fuzzy operators also produce a
partial truth value to the whole logic expression. A typical if—then linguistic fuzzy rule would
look like:( If quality is Good AND price is Low THEN satisfaction is Very High)

The perception of quality being good or price being low may vary from total confidence to no
confidence at all. But, unlike traditional logic, it may also be any value in between. In other
words, a price being low can be partially true. This partial truth for each condition is combined
through the fuzzy AND operator and the whole logic sentence of the antecedent is so evaluated.
As can be guessed, the truth value of the consequent part is precisely that one achieved by the
whole antecedent logic expression. For example, the truth value of the expression ‘quality is
Good AND price i1s Low’ is 0.3, then the system concludes that the expression ‘satisfaction is
Very High’ has a truth value of 0.3. When in a given situation, several fuzzy rules are activated;
a collection of conclusions is produced. These separate conclusions are aggregated into a final
result and, defuzzified back into a numerical value. Details of how fuzzification, fuzzy inference,
aggregation, and defuzzification work can be found in, Pedrycz, and Gomide, 1998, Jang, et
al., 1997. The defuzzification method chosen to be used in this paper is Center of Gravity.

The flow of the Linguistic Fuzzy Trust Model is depicted in Fig. 2, emphasizing those steps
where it actually applied linguistic fuzzy sets and fuzzy logic. Such steps are:

1) The trust and reputation model BTRM-WSN selects the server to have a transaction with.

2) Such server has a perceived certain goodness (“Very high”, “High”, “Medium”, etc.).

3) According to the required service attributes and the server goodness, the server provides a
better, worse or equal service than the expected.
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4) Both the required service and the actually received one are compared, using certain subjective
weights for the services attributes.

5) The client satisfaction is assessed by means of the services comparison performed in previous
step, and the client conformity.

6) Finally, the punishment level is determined by the client satisfaction with the received service,
together with his/her goodness.

More detailed about the use of linguistic fuzzy sets in the Linguistic Fuzzy Trust Model is
described in, Marmol, et al., 2011.

3. EXPERIMENTS AND RESULTS

The tested scenario consisted of Wireless Sensor Networks where the goodness of the servers
belonging to them could change along the time. How a sensor decides to be benevolent or
malicious at each time is out of scope of this paper.

The following proposal takes in this paper: after every 20 transactions are carried out (i.e., after
every client has had 20 transactions) all the benevolent servers composing the Wireless Sensor
Network become malicious. Fig. 3 shows this proposal.

In Fig. 3 when the peer behavior is 1, the server is benevolent server but when the peer behavior
is 0, then the server is malicious server. In order to preserve the same percentage of malicious
servers, the number of previous benevolent servers, say nb, is kept. Then nb random servers are
selected (note that all of them will be malicious) and their goodnesses are swapped so they
become benevolent and the percentage of malicious servers remains equal to the stage previous
the oscillation. With an oscillation scheme like this a benevolent server could maintain its
positive goodness since it could be randomly selected to become benevolent when it indeed
previously was benevolent.

The evaluation environment used is Trust and Reputation Model Simulator for WSN, Méarmol,
and Pérez, 2009b, which is a generic framework serving as an assistant tool to easily implement
trust and reputation mechanisms in distributed environments and to compare between them.

Here the experiments focused on two main targets. First, interesting in finding out how many
times the model is able to select the right benevolent server to interact with. In other words, the
selection percentage of trustworthy servers or the accuracy of the model is calculated. In order to
consider a trust and reputation model as acceptable (with a minimum quality level), it is assumed
that the model is not useful at all if the selection percentage of the trustworthy servers is less than
50%, since a smaller percentage would result in a model with certain security deficiencies.
Secondly, it is aimed to find the closest benevolent servers to the client requesting the service.
On the one hand it is more secure and robust if the lesser number of intermediaries present in a
transaction. On the other hand, due to the specific restrictions related to Wireless Sensor
Networks, the resources consumption saving is a critical issue. Therefore, a shorter path leading
to the final trustworthy server implies less involved sensors and, consequently, less global
utilization of resources such as energy or bandwidth.

The experiments that carried out here had the following structure. The model is launched 100
times (i.e. each client applied for a service 100 times) over 100 WSNs randomly generated, each
one composed of 100 sensors. On each network, the percentage of sensors acting as clients was
always a 15%, 5% acts as relay servers (those that not providing the service requested by the
clients) and the 80% left were, therefore, sensors acting as trustworthy or malicious servers. With
tried the model over 100 random WSNs having a 10% (over the 80% left) of malicious servers.

54



(@) Number 4 - April Volume 20 - 2014 Journal of Engineering

S

100 with 20%, other 100 with 30%, and so on until a 90% of malicious servers (the worst
simulated situation). But even more, those experiments are repeated over WSNs composed of
200, 300, 400 and 500 sensors. This parameters and others used to perform the experiments are
listed in Table 1.

3.1 Experiments and Results of Linguistic Fuzzy Trust Model over Oscillating Wireless
Sensor Networks

3.1.1 Selection percentage of trustworthy servers

Fig. 4 shows the results achieved with LFTM model over static and oscillating WSNs. It is
observed from Fig. 4(a) which is outcomes achieved with LFTM model over static networks that
the selection percentage of trustworthy servers is quite high (above the 90%) when the
percentage of malicious servers is greater than or equal to 60% regardless the size of the
networks. And the maximum accuracy reached when the percentage of malicious servers is 90%
and the size of the network is 300 nodes which it is (99.62%), and even in the worst case when
the percentage of malicious servers is 90% and the size of the networks is 500 nodes, the
accuracy is (97.96%) which it is still a high value. In general the selection percentage of
trustworthy servers increases as the percentage of malicious servers increases regardless the size
of the networks; the reason for the increase in the accuracy of the model as the number of
malicious servers increases is that the ants spread a given total amount of pheromone and that
when the number of good servers is small, the paths to these are more strongly selected. In a
way, the fewer the number of good servers is, the easier is for them to shine or excel.

While it is observed from Fig. 4(b) which is the corresponding result for LFTM over oscillating
WSNs that the selection percentage of trustworthy servers is (less than 50) when the percentage
of malicious servers is 10% regardless the size of the network, which makes the model not
useful at all, because here assume that if the selection percentage of trustworthy servers is under
the 50%, then the model is completely useless, and the accuracy began to increase by increasing
the percentage of the malicious servers. The selection percentage of trustworthy servers is quite
high (above the 90%) when the percentage of malicious servers is greater than or equals to 70%
regardless the size of the networks. The maximum accuracy reached here, when the percentage
of malicious servers is 90% and the size of the network is 300 nodes which it is (99.13%), and
even in the worst case when the percentage of malicious servers is 90% and the size of the
networks is 500 nodes, the accuracy is (97.03%) which it is still high value. The selection
percentage of trustworthy servers increases as the percentage of malicious servers increases
regardless the size of the network, the reason again for the increase in the accuracy by increasing
the number of malicious servers is that the ants spread a given total amount of pheromone and
that when the number of good servers is small, the paths to these are more strongly selected. And
in general the accuracy of the model over oscillating WSNs are slightly less than the accuracy of
the model over static WSNs and this differences in the accuracy achieved with the model over
static WSNs and over oscillating WSNs decreases as the percentage of malicious servers
increases.

It is observed from the two figures Fig. 4(a) and Fig. 4(b) that for a certain percentage of
malicious servers the results about the selection percentage of trustworthy servers is close to
each other when the size of the network is less than or equal to 400 nodes while when the size of
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the network is 500 nodes the outcomes about the selection percentage of trustworthy servers is
different from each other.

3.1.2 Average path length leading to trustworthy servers

The results achieved with LFTM model over static and oscillating Wireless Sensor Networks are
shown in Fig. 5. It is observed from Fig. 5(a) which is the results achieved with LFTM model
over static WSNs that the average path length decreases as the percentage of fraudulent servers
increases regardless the size of the network, and it is also observed that when the percentage of
malicious servers is greater than or equal to 80% the average path length is approximately equal
to (2.2) which it is small value.

While it is observed from the simulation of the model over oscillating WSNs, Fig. 5(b) that the
average path length decreases as the percentage of malicious servers increases regardless the size
of the network, it is also observed that when the percentage of malicious servers is greater than
or equal to 80% the average path length is never exceed (2.5) which it is still small value. But for
a certain percentage of malicious servers and a certain size of network the average path length
suggested by LFTM model over oscillating WSNs is longer than the average path length
suggested by the model over static WSNSs, such as for example when the percentage of malicious
servers is 10% and the size of network is 300 nodes then the average path length suggested by
the model over static WSNs is (5.01) while the average path length suggested by the model over
dynamic WSNSs is (10.68) and this differences between the average path length suggested by the
model over static WSNs and the average path length suggested by the model over oscillating
WSNs decreases as the percentage of malicious servers increases.

Finally, the appreciation that can be given from the results of the average path length together
with the selection percentage of trustworthy servers constitute the proof that LFTM obtains quite
good, accurate outcomes with slight differences in outcomes over oscillating Wireless Sensor
Networks as compared with static scenario, since with an oscillation scheme the same percentage
of malicious servers remains equal to the stage previous the oscillation. And also the outcomes in
general slightly differ from one set of random WSNs to another when the percentage of
malicious servers fixed and vary the size of the Wireless Sensor Networks, which constitutes a
demonstration of the scalability of the model.

3.2 Comparison between Simulation of Bio-inspired Trust and Reputation Model and
Linguistic Fuzzy Trust Model over Oscillating WSNs

In this section, the comparison between the two models, BTRM-WSN and LFTM according to
the selection percentage of trustworthy servers and the average path length suggested by each
model is described.

3.2.1 Selection percentage of trustworthy servers

Fig. 6 shows the selection percentage of trustworthy servers achieved with BTRM-WSN over
oscillating WSNs composed of 100 to 500 sensors with a percentage of malicious servers from
10% to 90%.

It can be checked that the selection percentage of trustworthy servers is greater than 90% if the
percentage of malicious servers is approximately less than or equal to 40%, regardless the size of
the Wireless Sensor Network. Moreover, reasonably good outcomes (those with a selection
percentage above the 60%) are obtained when the proportion of fraudulent servers is less than or
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equal to 80%. But the selection percentage of trustworthy servers decreases as the percentage of
malicious servers increases, so when the percentage of malicious servers is equal to 90% the
outcomes began to be (less than 50%) which makes the system not useful at all because here it is
assumed that if the selection percentage of trustworthy servers is under the 50%, then the model
is completely useless.

While the corresponding results obtains for the LFTM model over oscillating WSNs are shown
in Fig. 4(b), here the selection percentage of trustworthy servers is (less than 50) when the
percentage of malicious servers is 10% which makes the model not useful at all. The accuracy
began to increase by increasing the percentage of the malicious servers. The selection percentage
of trustworthy servers is quite high (above the 90%) when the percentage of malicious servers is
greater than or equals to 70% regardless the size of the networks.

The comparison between the two figures Fig. 6 and Fig. 4(b) gives the conclusion that in the
case of the BTRM-WSN model, the selection percentage of trustworthy servers decreases as the
percentage of malicious servers increases while in the case of LFTM model, the selection
percentage of trustworthy servers increases as the percentage of untrustworthy servers increases.
This means that BTRM-WSN model gives higher accuracy in Wireless Sensor Networks with
small number of malicious servers while LFTM model gives higher accuracy in Wireless Sensor
Networks with large number of malicious servers.

Also it can be observes from the comparison, that the selection percentage of the trustworthy
servers of the two models is slightly different from one set of random WSNs to another when the
percentage of malicious servers fixed and vary the size of the Wireless Sensor Network, which
constitutes a demonstration of the scalability of the two models.

3.2.2 Average path length leading to trustworthy servers

In this work, the measuring of the length (number of hops) of those paths found by BTRM-WSN
and LFTM models leading to trustworthy servers is presented.

Fig. 7 shows the outcomes achieved with BTRM-WSN model over oscillating WSNs, here when
the percentage of malicious servers is less than or equal to 40%, the results about the average
path length is small and the differences between results when varying the size of tested networks
are also small but when the percentage of untrustworthy servers is greater than 40% then the
results about the average path length began to increase and the differences between results when
varying the size of the networks also began to increase. It is also observes that whatever the size
of the network and the number of malicious servers can reach high values the average path
length never exceeds (8.5) hops in any case, which is still a good outcome for Wireless Sensor
Networks, and in general when the percentage of malicious servers composing the network is
greater, then the average path length also increases regardless the size of the networks.

The outcomes in Fig. 5(b) shows the results that achieved with LFTM model over oscillating
WSNs, here the differences in the average path length suggested by the model when varying the
size of the tested networks decreases as the percentage of malicious servers increases, so when
the percentage of malicious servers is 10% the differences is very high but when the percentage
is 90% the differences is very small and it is approximately equal. And also here in general, the
average path length decreases as the percentage of malicious servers increases regardless the size
of the network.

In the comparison between the two figures Fig. 7 and Fig. 5(b), it can be observed that in the
case of the BTRM-WSN model, the average path length leading to trustworthy servers increases
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as the percentage of malicious servers increases while in the case of LFTM model, the average
path length leading to trustworthy servers decreases as the percentage of untrustworthy servers
increases. This means that BTRM-WSN model gives shorter path length in Wireless Sensor
Networks with small number of malicious servers while LFTM model gives shorter path length
in Wireless Sensor Networks with large number of malicious servers.

Also it can be observed from the comparison, that the average path length leading to trustworthy
servers suggested by the two models is slightly different from one set of random WSNs to
another with varying in the size of the Wireless Sensor Networks when the percentage of
malicious servers is less than 50% in the case of BTRM-WSN model and when the percentage of
malicious servers is greater than or equal to 50% in the case of LFTM model, which gives an
evidence about the scalability of the two models.

4. CONCLUSION

Trust and reputation management over distributed systems has been proposed in the last few
years as a novel and accurate way of dealing with some security deficiencies which are inherent
to those environments. Tackling those risks not fully covered by traditional network security
scheme.

In this paper the effect of one of these risks was shown, this risk is the oscillating behavior of the
server nodes where the goodness of the servers could change along the time. The results is about
the selection percentage of trustworthy servers and the average path length achieved with
Linguistic Fuzzy Trust Model over oscillating WSNs. The experiment of the LFTM model over
oscillating WSNs gives the proof that LFTM obtains quite good and accurate outcomes over
oscillating Wireless Sensor Networks, with a low influence from the size of the networks and the
percentage of malicious servers, which makes LFTM therefore presents a technique to identify
trustworthy servers that is suitable for oscillating Wireless Sensor Networks.

Also, a comparison between BTRM-WSN and LFTM models over oscillating WSNs is
presented. The results achieved by both models are slightly differ from one set of random WSNs
to another when the percentage of malicious servers fixed and vary the size of the Wireless
Sensor Network, which gives a confirmation about the scalability of the two models.
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Table 1. Experiment parameters.

Linguistic Fuzzy Trust Model over Oscillating Wire-
less Sensor Networks

NumExecutions 100 %Clients 15%
NumNetworks 100 %Relay 5%
Network MinNumSensors {100,200,300, %Mualicious {10%,20%,30%,40%,
400,500} 509%,60%,70%,80%,
MaxNumSensors {100,200,300, 90%}
400,500} Radio range {8,6,5,4,3}

phi 0.01 Num ants 0.35

rho 0.87 Num iteration 0.59
BTRM Transition threshold 0.66 Path length factor 0.71

alpha 1.0 qo 0.45

beta 1.0 Initial pheromone 0.85

Punishment threshold 0.48

Server goodness Client
Benevolent High or’ Conformity Random
very high
Malicious ‘Low’ or Goodness
. ) Random

LFTM very low

Cost weight Price weight

0.25 0.25
0.25
Deliver weight Quality weight 0.25
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ABSTRACT

Wireless Multimedia Sensor Networks (WMSNs) are networks of wirelessly interconnected
sensor nodes equipped with multimedia devices, such as cameras and microphones. Thus a
WMSN will have the capability to transmit multimedia data, such as video and audio streams,
still images, and scalar data from the environment. Most applications of WMSNs require the
delivery of multimedia information with a certain level of Quality of Service (QoS). This is a
challenging task because multimedia applications typically produce huge volumes of data
requiring high transmission rates and extensive processing; the high data transmission rate of
WMSNSs usually leads to congestion, which in turn reduces the Quality of Service (QoS) of
multimedia applications._To address this challenge, This paper proposes the Neural Control
Exponential Weight of Priority Based Rate Control (NEWPBRC) algorithm for adjusting the
node transmission rate and facilitate the problem of congestion occur in WMSNSs. The proposed
algorithm combines Neural Network Controller (NC) with the Exponential Weight of Priority
Based Rate Control (EWPBRC) algorithms. The NC controller can calculate the appropriate
weight parameter A in the Exponential Weight (EW) algorithm for estimating the output
transmission rate of the sink node, and then ,on the basis of the priority of each child node , an
appropriate transmission rate is assigned . The proposed algorithm can support four different
traffic classes namely, Real Time traffic class (RT class); High priority, Non Real-Time traffic
class (NRT1 class); Medium priority, Non Real-Time traffic class (NRT2 class); and Low
priority, Non Real-Time traffic class (NRT3 class). Simulation result shows that the proposed
algorithm can effectively reduce congestion and enhance the transmission rate. Furthermore, the
proposed algorithm can enhance Quality of Service (QoS) by achieve better throughput, and
reduced the transmission delay and loss probability.

Keywords:-wireless multimedia sensor network; congestion control; QoS; neural network.
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1. INTRODUCTION

Most of the research before in the Wireless Sensor Network (WSN) is concerned with
scalar sensor networks that measure physical phenomena, such as pressure, temperature,
humidity, or location of objects that can be conveyed through low-bandwidth and delay-tolerant
data streams. Recently, the focus is shifting toward research aimed to enable delivery of
multimedia content, such as audio and video streams, as well as scalar data. This effort resulted
in distributed networked systems, referred as Wireless Multimedia Sensor Networks (WMSNSs),
Akyildiz, et al.,2007. WMSNSs are set of sensor nodes, whereby the nodes are equipped with
multimedia devices such as cameras, and microphones. Thus a WMSN will have the capability
to transmit multimedia data, such as still pictures, stream video, voice, animal sounds, and
monitoring data. One important requirement of applications in WMSNSs is low delay bounds.
Furthermore, some applications of WMSNs need relative resilience to losses. WMSNSs can
support different types of traffic classes, Akyildiz, et al.,2007.

There are many different resource constraints in WMSNs involving energy, bandwidth,
memory, buffer size and processing capability .Given the physically small nature of the sensors,
and that multimedia applications typically produce huge volumes of data requiring high
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transmission rates and extensive processing, this may cause congestion in the sensor nodes.
Thus, developing protocols, algorithms and architectures to maximize the network lifetime while
satisfying the quality of service (QoS) requirements of the applications represents a critical
problem. In most WSN and WMSN applications, traffic mainly flows from a large number of
sensor nodes to a base station (sink) node, Akyildiz, et al., 2002.

Congestion control is an important issue in transport protocols. Congestion is also a difficult
problem in wireless sensor networks. It not only wastes the scarce energy due to a large number
of retransmissions and packet drops, but also hampers the event detection reliability. Congestion
in WSNs and WMSNSs has a direct impact on energy efficiency and application, QoS Ee , and
Bajcsy, 2004. Usually, congestion occurs in the bottleneck since it receives more data than it is
capable of sending out. In this situation, packets will be queued and sometimes get dropped. As
a consequence, response time will increase which causes throughput to be degraded, Samiullah,
and Karim, 2011.

Two types of congestion could occur in sensor network, as show in Fig. 1 and Fig.2. The first
type is Node —Level congestion that is common in conventional network.it is caused by buffer
overflow in the node and can result in packet loss, and increased queuing delay, Malar, 2010.
Not only can packet loss degrade reliability and application QoS, but it can also waste the
limited node energy and degrade link utilization. In each sensor node, when the packet-arrival
rate exceeds the packet service rate, buffer overflow may occur. This is more likely to occur at
sensor nodes close to the sink, as they usually carry more combined upstream traffic,
Yaghmaee, and Adjeroh, 2008. The second type is Link-Level congestion, which occurs in
wireless transmission and occurs when the nodes are in the same utilization channel, for
example, Carrier Sense Multiple Access with Collision Detection (CSMA/CD). Such a situation
occurs when multiple active nodes perform access on the same channel and collision is then the
result, Wan, and Siphon, 2005.

2. RELATED WORK

Various congestion control techniques have been studied for wireless multimedia sensor
networks .the congestion control mechanisms all have the same basic objective: they all try to
detect congestion, notify the other nodes of the congestion status, and reduce the congestion
and/or its impact using rate adjustment algorithms. Wang, et al.,2007, proposed Priority Based
Congestion Control Protocol (PCCP). Yaghmaee, and Adjeroh, 2009, proposed Priority Based
Rate Control Algorithm (PBRC) used for congestion control and service differentiation in
WMSNSs. Chen, and Lai, 2012, proposed an algorithm where a Fuzzy Logical Controller (FLC)
is used to estimate the output transmission rate of the sink node. The FLC is associated with the
Exponential Weight (EW) algorithm for selecting the appropriate weight parameter, and then, on
the basis of the priority of each child node, an appropriate transmission rate is assigned. Pawarl,
and Kasliwal, 2012, proposed a QoS-based sensory Media Access Control (MAC) protocol,
which does not only adapts to application oriented QoS, but also attempts to conserve energy
without violating QoS-constraints. proposed MAC layer protocol for WMSNSs satisfy feature
like Maximize network throughput, Enhance transmission reliability, and Minimize control
overhead, be energy-efficient, Guarantee a certain level of QoS.

3. THE NETWORK MODEL

Fig. 3 shows a simplified experimental model for WMSN .This network model consist of ten
nodes, nine sensor nodes, one sink node and the Base Station (BS). The locations of sensor
nodes and the base station are fixed. Each sensor node has the knowledge of its own geographic
location and the locations of its 1-hop neighbor nodes. Each of the nodes can sense different
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types of data at the same time and sends those to BS. For each node in the network, there is a
single path to reach to the BS.

In this network model node may generate different types of traffic .for example node 9 produces
only NRT3 traffic, node 6 produces two type of traffic NRT1 and NRT2, while node 8 produces
four type of traffic RT, NRT1, NRT2, and NRT3.

The queuing model of each node is shown in Fig.4. Each traffic class well be buffered in a
separate queue, To discriminate traffic classes from each other, the wireless node adds a traffic
class identifier to its local sensor packets; hence, when a data packet enters a transmission traffic
classifier, the data type will be classified to enter the respective queue that it belongs to, then
priority queue scheduler has been provisioned to schedule the diverse traffic with different
priority from the priority queues.

4. PROPOSED NEWPBRC ALGORITHM

Fig. 5 shows the block diagram of the proposed algorithm which is called Neural controller
Exponential Weight Priority-Based Rate Control (NEWPBRC), for the proposed algorithm
which combines the Neural Controller (NC) with the Exponential Weight of Priority-Based Rate
Control (EWPBRC) algorithm. The NC controller is used to adjust the weight parameter A in the
EWPBRC algorithm to obtain the optimal r(sink )., as shown in Fig. 5, where r(sink ),
denotes as the rate of the output of the sink node. And r(sink);, is the sum of input transmission
rates for all the childe nodes for transmission data to the sink node. Furthermore, the
transmission rate adjusts according to the priority of each child node.

In the proposed algorithm, The NC controller follow r(sink);, to estimate the output

transmission rate r(sink),,; of the sink node, where r(sink),,; is the transmission rate for the

sink node to transmit data to the BS. In addition, the transmission rate of the node is adjusted
according to the priority of the data type and the geographical location of the node .The structure
of the proposed algorithm that contains NC controller is based on neural network which is
shown in Fig. 6 .The Feed Forward neural network is constructed in three layers. One unit in the
input layer, four units in hidden layer, and one unit in the output layers .the output signal from
the controller is the weight parameter (1) that is used in EWPBRC algorithm. The activation
function of the hidden layer is sigmoid. In Fig. 6 ,W denotes the connection weights between the
input layer and the hidden layer , and V denotes the connection weights between the hidden
layer and the output layer .The NC controller is trained off-line using The Back Propagation
(BP) training algorithm .The simulation of BP algorithm is done using MATLAB program .
During the Training process weights in NC controller are adapted to optimize the controller
response.

The congestion control unit in the proposed NEWPBRC algorithm is shown in Fig. 7, when
input rate r(sink);, passes through the CDU unit, calculate error, and then after the adjustment
of the output transmission rate by the NEWPBRC controller and RMU unit, a new rate is
generated to adjust the rate for transmitting from the sink node to the BS and the transmission
rate for transmitting from all the child nodes to the sink node.

5. RATE MANAGEMENT ALGORITHM

NEWPBRC algorithm used for adjustment the transmission rate while congestion occurs. This
algorithm can be divided into three steps:

Step 1: Computing the new output transmission rate of sink node.
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The error e is used as the input variable to the NC controller. E (t) is the error between
r(sink);,(t) and r(sink),,.(t) at time instant t, which is represented by

e(t) = r(sink);,(t)- r(sink) oy (t) 1)

The NC controller used to adjust weight parameter A of the EW algorithm ,calculation of weight
parameter A is given by :

netl=(e*w) (2)
fnetl = f; .(netl) 3)
net 2 = (fnetl* v) (4)
A=f. (net2) ®)

Where A is a constant, 0 < A < 1. f; sigmoid activation function and f, is linear activation
function, w and v are connection weights .

Using the transmission rates of r(sink);,(t) and r(sink),,, (t) at time instant t, and from
optimal value of weight parameter A, we can calculated the r(sink),,; (t+1) output
transmission rate at time instant t+1 :

r(sink), +(t+1) = r(sink);,(t).(1-A) + A . r(sink) . (t) (6)
Step 2: Calculating the new output transmission rate for child node.

In WMSNSs, based on the functionality, different types of sensor node will be equipped,
and a node will be deployed at a related geographical location according to the different levels
of importance.

In data transmission, on the basis of the geographical location, an appropriate priority
and transmission rate will be given. P(1)¢go is the geographical location priority of node i. The

total priorities TP(i) of node i are the traffic class priority P(i) rgc and geographical location
priority P(i)ggo, defined as follows:

TP(1) = P(D) TRC - P(i)GEO (7)

Let C(i) is the set of child nodes of node i; the global priority GP(i) is defined as the sum of
priorities of all nodes in sub tree node i. the global priority GP(i) is given by:

GP(i) = Z GP (k) + TP()
ke c(i) (8)

If node i doesn’t have any child nodes, Then its global priority will be equal to its total priority
TP(i) value.
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Note that global priority GP(i) is calculated only for active traffic sources .On the other
hand ,if the traffic sources is not active ,then the value of total priority TP (i) is set to zero. This
ensures that the algorithm will share the existing capacity only between active nodes.

GP(sink) is the sum of global priorities of the sink node, C(Sink) is the set of all the
child nodes with the sink as their parent, and GP(sink) is the sum of the priorities of all the
nodes, and is represented as follows:

GP(sink) = Z GP (k)
k € c(sink) (9)

To calculate the optimal output transmission rate r(i),,; of node i, r(i),, IS calculated
on the basis of the distribution of the output transmission rate r(sink),,. from the sink node to
node i according to the proportion between the global priority of child node GP(i) and the
global priority of the sink node GP(sink) :

. . GP(i
r(out = T(siK)oue - Gpirais (10)

Step 3: Computing a new output transmission rate for each parent node.

r(i);, is the input transmission rate of node i, which is obtained through the summation
of the r(k) . of the connected child nodes, and r(i);, is calculated as follows:

r'(i)in: Z 1“(k)out
kec(i) (11)

where C(i) is the set of node i, and r(k)., represents the output rate of the k™ child of
parent node i. A r(i) is the transmission rate difference of node i and is as follows:

A 1"(1) = K. r'(i)out - r(i)in (12)

where 1 is a constant close to 1.

Node i generates a new transmission rate to be distributed to all the child node k output

transmission rates; this is calculated as follows:
GP(i)

rDout = r®our - m (13)

Fig. 8 explain the rate management process of the NEWPBRC algorithm.
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6. SIMULATION RESULTS

The proposed algorithm is implemented wusing the Network simulator 2 (NS-2)
[www.isi.edu/nsnam/ns]. The NS-2 simulation environment is a flexible tool for network engineers to
investigate how various algorithms perform with different configurations and topologies. To evaluate the
performance of the proposed algorithm, three important parameters are considered. These parameters are
throughput, delay, and packet loss probability. The simulation model consists of ten wireless multimedia
sensor nodes, nine multimedia sensor node, one sink node and BS. The transmission route of that model
is a single-path transmission. The transmission data collected by multimedia sensor nodes are generated
randomly, All senders transmit data traffic to a single sink node. In the simulation model, there are four
types of traffic class, namely RT, NRT1, NRT2 and NRT3. The simulated traffic is Pareto
[www.wikipedia.org]. Each packet size is 500 bytes, the buffer size of each child node is set up as 50
packets, and the buffer size of the sink node is 100 packets. All multimedia sensor nodes start to send
their data at the start of the simulation rounds and stop at the end of simulation rounds. The simulation
rounds are 100 seconds. The performance measured after 30 simulation rounds. The channel capacity of
each multimedia sensor node is set to the same value: 2 Mbps. The combination of traffic classes that
each node could have in the simulation model is shown in Table (1) .where the symbol PV indicates
Priority Value of traffic.

Assuming that all sensor nodes have the same geographical priority equal to 1. Suppose the assigned
priority for RT, NRT1, NRT2, and NRT3 classes are equal to 4, 3, 2 and 1, respectively. For example ,
the sensor node 8 which has all traffic classes , the traffic class priority , P(8)tgrc iS10( 4+3+2+1=
10) ,while for sensor node 9 which has only NRT3 traffic classes, the traffic class priority , P(9)rc IS
1 .The performance of the proposed NEWPBRC algorithm is compared with FEWPBRC and EWPBRC
algorithms. The performance is evaluated mainly according to the following metrics:

1- Throughput : measured in terms of number of packets received.

2- Sink Delay : is the time for the sink node to transmit data to BS.

3- Endto End Delay: the packet transmission time between sources and sink node.

4- Packet Loss probability : it is a percent between number of packets lost in the network and
number of packet generated by the sensing nodes .

Fig. 9 shows a comparison for the output transmission rate r(sink)e,: of three algorithms,
namely the EWPBRC algorithm with A = 0.5, the FEWPBRC algorithm, and the NEWPBRC
algorithm. From the simulation results, It can be seen that the proposed algorithm has a
slightly better throughput than FEWPBRC algorithm and EWPBRC algorithm. Fig.10 shows a
comparison for the delay of sink node of the EWPBRC algorithm with A = 0.5,the FEWPBRC
algorithm, and the NEWPBRC algorithm . Simulation result show that both the FEWPBRC
and the NEWPBRC algorithm have average delay smaller than that of EWPBRC algorithm
.The proposed algorithm has the shortest average delay time. Fig. 11 shows a comparison for
the end to end delay of the EWPBRC algorithm with A = 0.5,and the NEWPBRC algorithm.
Fig. 12 shows a comparison for the loss probability of three algorithms, namely, the EWPBRC
algorithm with A = 0.5, the FEWPBRC algorithm, and the NEWPBRC algorithm .From the
simulation result , it can be seen that the proposed algorithm has the lowest loss probability .

7. CONCLUSIONS
NEWPBRC algorithm is implemented in WMSN using NS2 simulator .then take average of
performance parameters to get a more accurate result. The proposed algorithm enhancement
the transmission rate and tries to avoid congestion, resulting to enhance the Performance of
WMSN. The proposed algorithm provides good QoS in terms of minimizing delay and packet
loss ratio and enhances the throughput of the network. The Average throughput achieved by
NEWPBRC algorithm is slight better than of FEWPBRC algorithm. The Average sink delay
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achieved by the proposed algorithm is low by (13%) than that achieved by FEWPBRC
algorithm. The proposed algorithm can be (4.61%) less average loss probability than
FEWPBRC algorithm.
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8. LIST OF SYMBOLS

PV Priority value
W Weight matrix
Thr Throughput
Del Delay
c(s) The number of the child nodes for a parent
node S
e Error
A Weight parameter
r(sink);, Input transmission rate to sink node
r(sink) gy Output transmission rate of sink node
P(i)rre Traffic class priority
P()¢go Geographical priority
SP(i); The traffic source priority j in sensor node i
e(t) The error between r(sink);,(t) and

r(sink)y,; (t) at time instant t

I‘(Sil’lk)out (t+1) Output transmission rate at time instant

t+1
TP(i) The total priorities of node i
GP(1) The global priority
GP(sink) The sum of global priorities of the sink
node
C(Sink) The sgt of all the child nodes with the sink
as their parent
. The optimal output transmission rate of
I‘(l)out .
node i
r(i), The input transmission rate of node i
The output rate of the kth child of parent
r(k)out .
node i
Ar(i) The transmission rate difference of node i
u Constant close to 1

74



Nadia Adnan Shiltagh Priority Based Transmission Rate Control with
Ali H. Wheeb Neural Network Controller in WMSNs

Buffer Overflow

Figurel. Node—level congestion Malar, 2010.

Link Collision

Figure2. Link — level congestion Malar,2010.
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Figure 4. Queue model for each sensor node Chen, and Lai, 2012.
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Figure 5. Block diagram of NEWPBRC algorithm.

Figure 6. Structure of NC controller .
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Figure 8. Rate management for NEWPBRC algorithm.
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Table 1. The state of traffic classes in each sensor node .

RT NRT 1 NRT 2 NRT 3 Traffic
Sensor node No.
(PV=4) (PV=3) (PV=2) (PV=1) Priority
1 ON OFF OFF ON 5
2 OFF ON OFF OFF 3
3 ON OFF ON OFF 6
4 OFF ON ON OFF 5
5 ON ON OFF OFF 7
6 OFF ON ON OFF 5
7 OFF ON OFF ON 4
8 ON ON ON ON 10
9 OFF OFF OFF ON 1
10 ON ON OFF OFF 7
Output Rate from Sink Node
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Figure 9. Compared performance of different algorithms for output transmission rate
r(sink) .
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ABSTRACT

This work involves three parts , first part is manufacturing different types of laminated below
knee prosthetic socket materials with different classical laminated materials used in Baghdad
center for prosthetic and orthotic (4perlon layers+2carbon fiber layer+4 perlon layers) , two
suggested laminated materials(3perlon layers+2carbon fiber layer+3 perlon layers) and (3perlon
layers+1carbon fiber layer+3 perlon layers) ) in order to choose perfect laminated socket . The
second part tests (Impact test) the laminated materials specimens used in socket manufacturing
in order to get the impact properties for each socket materials groups using an experimental rig
designed especially for this purpose. The interface pressure between the residual leg and
prosthetic socket is also measured to cover all the surface area of the B-K prosthetic socket by
using piezoelectric sensor in order to estimate the resulting stress according to loading
conditions . A male with age, length, mass, and stump length of 42 years, 164 cm, 67 Kg and 13
cm respectively with a right transtibial amputation is chosen to achieve the above mentioned
test procedures. The last part suggests a theoretical and analytical models for each group of
specimen to find out the absorbed energy behavior and subjected maximum stress for each
laminated B-K prosthetic socket materials .

Keywords :prosthetic, transtibial, impact, composite material
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1. INTRODUCTION

There are several levels of lower limb amputation, including partial foot, ankle disarticulation,
transtibial (below the knee), knee disarticulation, transfemoral (above the knee), and hip
disarticulation. The lower Limb Prosthesis is an artificial external device that replaces all or part
of the lower extremity. Prosthesis is used for granting an individual who has an amputated limb
the opportunity to perform functional tasks, particularly ambulation (walking), which may be
impossible to do without the limb .Ideally, a prosthesis must be comfortable to wear, easy to put
on and to be remove, light weight, durable, and cosmetically pleasing. Furthermore, a prosthesis
must function mechanically in a good way and requires reasonable maintenance only. The
frequently used prosthetic largely depends on the motivation of the individual as none of the
above characteristics matters if the patient does not wear the prosthesis. The basic components
of the B-K lower limb prostheses are the foot-ankle assembly, shank, socket, and the adapter .
The below-knee sockets are laminated by using composite materials (perlon,carbon fiber and
acrylic resion) with different layers under the vacuum condition .

The gait cycle consists of the stance phase which takes about 62% of total gait cycle time and
the swing phase which comprises about 38% of the total gait cycle time ,Goldberg,et
al.,2008.The ground gait cycle of a person is normally comprised of the following steps : (
Initial contact (heel strike) ,loading response (fully flat foot) in the stance phase, midstance, the
terminal stance (heel off),Toe-off (pre swing in swing phase),initial swing, mid swing, and
terminal swing) , Jason, 2005,Goujon,2006, Kumar, 2005,Christopher, et al., 1999 .

The impact occurs when two or more bodies collide. Among important characteristics of the
impact is the generation of relatively large forces at points of contact for relatively short periods
of time. Such forces are sometimes referred to as the impulse-type forces. Three general classes
of impact which are considered in this work including : (1) the impact between spheres or other
rigid bodies, where the body is considered to be rigid if its dimensions are large in comparison
to the wavelengths of the elastic stress waves in the body; (2) the impact of the rigid body
against a beam or plate that remains substantially elastic during the impact; and (3)the impact
involving yielding of structures ,Hoppmann, 1961. As a result, when impacted, a metal
structure typically deforms but does not actually fracture. In contrast, composites are relatively
brittle.

The brittleness of the composite is reflected in its poor ability to tolerate stress concentrations.
The characteristically brittle composite material has poor ability to resist the impact damage
without extensive internal matrix fracturing, Tuttle, 2004.The deformation remains elastic if the
impact Vo velocity does not exceed Ve=\(EL/ p)  where KE is the elastic-limit curvature .
When Vo > VE and the hardening is linear, different deformation patterns develop for Ve < Vo <
2.087 VE and for Vo > 2.087 Ve, Jacob ,2008.

Roger ,et al.1989.Concluded that at the lowest impact energy level, the composite is able to
absorb the majority of the energy imparted to it. At increasing impact energy levels, the damage
IS seen to occur, i.e. the energy was absorbed elastically by the material is less than the energy
imparted to the material. The energy that was absorbed elastically by the material is the
difference of the maximum energy vs. time curve minus the energy at the end of the test.

L.S. Chocron,et al.,1997. Developed a new failure criterion that was based on the energy that
crosses each yarn, to build a simple analytical model of impact in textiles. This rnodel had been
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checked with Dyneema armours and predicted accurately the residual velocity of the Fragment
Simulating Projectiles. The model has been completed with a delamination equation taken from
Beaumont in order to include the composite characteristics of delamination.

Serge,2007. Showed that composite structures are sometimes subjected to impacts in partial
penetration or the complete perforation. Tests are conducted to determine the velocity required
to achieve complete penetration for a given projectile, and a model is required for data reduction
purposes in order to understand the effect of the various parameters and to extrapolate for
other test conditions. Here, a systematic approach for developing engineering models for
composite structures is presented and the models obtained are used to analyze the experimental
results.

Mohd,2008. suggested a computational model to analyze the behavior of the composite material
that was subjected to the impact load tensile load. A general purposed commercial finite
element code was employed to develop the computational model. Fiber glass that reinforced
composite, one of the commonly used structural composites, was chosen to be used as the test
material. The computational model was constructed 2-D axissymmetric finite elements.

Alastair ,2008. described the recent progress on the materials modeling and numerical
simulation of the impact and crash response of fiber reinforced composite structures. The work
is based on the application of explicit finite element (FE) analysis codes to composite aircraft
structures under both low velocity crash and high velocity impact conditions. The detailed
results are presented for the crash response of the helicopter subfloor box structures using a
strain based damage and failure criterion for fabric reinforced composites.

Thibaut,et al. ,2010. concluded that the dynamic fracture in shock-loaded materials is governed
by the propagation, reflection ,and interactions of the stress waves. The post-shock analyses of
the residual damage observed in samples recovered from laser shock experiments, less
destructive than the more conventional techniques, can provide valuable insight into the key
aspects of wave propagation prior to fracture, such as the effects of the structural anisotropy, the
role of lateral waves associated to edge effects, or the influence of polymorphic phase
transformations on the response to the shock loading.

The impact literatures and papers are concerned with  the impact of the general composite
materials .This mean that this paper deals with the impact problem in B-K prosthetic socket is
very limited , therefore , this work is devoted to enrich this field of work and also stands as a
benchmark for other investigators in the future .

2.EXPERIMENTAL WORK

2.1Material and Laminations

The materials of the B-K prosthetic socket chosen are randomly laminated. This means that the
material is Isotropic . In this work, the material needed for socket are laminated using vacuum
technique as it is shown in Fig. 1 . Perlon stockinet white, Carbon fiber sheet ,Lamination resin
80:20 polyurethane ,Hardening powder, and Polyvinyalcohol PVA bag are used in the B-K
prosthetic socket lamination. All the lamination materials are tested using tensile and bending
instruments by manufacturing tensile and bending specimens for each lamination according to
ASTM D638 for tensile specimens and ASTM D790 for bending specimens. Three type of
lamination materials are used in this work, namely (3Perlon+1 carbon fiber+3Perlon), (3Perlon+
2 carbon fiber+3Perlon) and (4Perlon+2 carbon fiber+4Perlon) as shown in Tablel.
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2.2 Impact Testing

In this work all below- knee prosthetic socket lamination are tested using low velocity impact
instrument ,Nasser, 2011. Fig. 2 shows all parts of this instrument. All impact specimens are
with dimension of (50*200)mm*mm and different thickness according to laminations layers to
be suitable for the impact instrument requirements . All specimens are tested by a drop-weight
low velocity impact tester with different high and different impact energy as it is shown in
Table 2.

2.3The Interface Pressure Measurement

The interface pressure between the residual leg and prosthetic socket is measured by using
piezoelectric sensor shown in Fig. 3 The pole of the sensor is connected with multi-meter devise
to obtain the magnitude of the voltage that resulted from the response of the sensor through the
stance phase. The multi-meter and piezoelectric are interface with the computer and recording
data as shown in Fig. 4 .The pressure is measured in the region between residual limb and B-K
prosthetic socket in four lines (Interior, Lateral ,Posterior and medial).Each line is divided into
three parts longitudinally as it is shown in Fig. 5. A male with age of 42 years, height of 164
cm, mass of 67 Kg, and stump length of 13 cm with a right transtibial amputation is chosen to
achieve the above mentioned testing procedures. Fig. 6 shows the amputee during IP test.

The program of multi-meter giving maximum and minimum value of voltage with time .This
reading can be calibrated to the interface pressure against gait cycle time .

3 Theoretical Consideration

Process shown in Fig. 2 in order to calculate the deflection, force, impact energy , and absorbed
energy. The simulated model can be treated as a beam fixed to a supporting plate which in turn
fixed to the base during which the impact ball hits the specimens at the midpoint. It is clear that
deflection will result from bending and shear deformation but the beam is impacted by the
impact ball with different impact energy .This means that the Castigliano’s theorem must be
used to estimate the total and dynamics deflection formula for all types of B-K prosthetic socket
laminations materials. Table 3. lists the total and dynamics deflections formula for all types of
laminations.

The total absorbed energy can be derived according to normal and shear by using the following
general formula with the element length of d x.

Defor"energyz% [J-[:.d ':"_xx.sxxdv + 2 fgd(j;zyxz + j;}'yx}'}dtﬂ] (1)
Finally the absorbed energy also resulted due to momentum conversation using the general
formula.
t2
(mv; —my }=j pdt @)
tl
1. ,
Epd = E(TI‘IVZ - mvﬂ‘} (3)

4. NUMERICAL ANALYSIS
The general analysis by using ANSY'S has three distinct steps that:
o Building the geometry as a model.

o Applying the boundary conditions load and obtaining the solution.
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o Reviewing the results.

In this work (below —knee )prosthetic sockets model was drawn by using CAD system (Auto
CAD) which was processed according to an default pattern in three dimensions .The dimension
was taken from the same B-K socket that done on it measurement of experimental part. The aim
of drawing models by AUTOCAD is to use in ANSYS workbench program for modeling,
meshing and defining boundary condition such as applied load. The models is illustrated in Fig.
7,this figure shows the FEM meshing model and loading boundary condition in a and b
respectively .

5. RESULTS AND DISCUSSION
5.1 Mechanical Properties
The mechanical properties for each sample can be calculated by taking the average value of the

mechanical properties (o,, 0, E and G)according to the tensile and flexural test . The
mechanical properties for all laminations are listed in Table.4.

5.2 Impact Results

The experimental impact test result can be divided into two groups. The first one is the force
behavior of the specimen that includes oscillatory phenomena visible in the force—time trace
.The second group is the deflection behavior according to the impact energy shown in Table 2.
Fig. 8 shows the force behavior for the first lamination(L1) which consists of three layers of
perlon plus one layer of carbon fiber plus three layers of perlon . It is clear that the general
behavior is near to the sinusoidal waves . Fig. 8 shows the force behavior of the lamination
materials according to three levels of impact energy, which are (8.82,18.12,and 36.12)) J for
the impact load of (1)Kg with different impact height of (0.25,0,5 and 1)respectively .The figure
shows that the maximum force is recorded at the mass 1 kg with height 1m In the same
manner , it can be concluded that the maximum deflection recorded with the specimen
subjected to 1kg with 1m height as it is shown in Fig. 9. The impact results for all lamination
specimens are listed in Table 5.

The above table shows that the best behavior of absorbed energy is recorded for the below knee
prosthetic socket which consists of three outer perlon layers plus one central carbon fiber layer
plus three inner perlon layers .The ranges of the absorbed energy recorded for this lamination
were between (74.8-89.40% ) for all levels of the impact mass and height. While the second
lamination which consists of(3perlon layer+2carbon fiber layers+3perlon layers)has the range of
absorbed energy of(67.9-80)%. The third lamination which consists of(4perlon layer+2carbon
fiber layers+4perlon layers)recorded the range of absorbed energy of(60.9-68.3)%.

5.3 Interface Pressure Results

The interface pressures results shows that the maximum value is recorded at socket interior
region exactly at patella tendon with 202.6Kpa as it is shown in Fig. 10 which shows the
general IP behavior against gait cycle time during which two peaks are recorded at loading
response , and toe off of gait cycle and small reduced will be noticeable at midstance of gait
cycle. This behavior is the same for all measuring regions during which other maximum values
IP are recorded at ( popliteal depression, lateral tibia, medial gastrocnemius , and distal
gastrocnemius) with values of (186.6,92.71,65.87, and 54.32) respectively as shown in Table 6 .

5.4 Analytical Results
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According to the loading boundary condition for the below — knee prosthetic socket of the
testing amputee the Von —Mises stresses are shown in Fig. 11 which shows that the stress
distribution is a mirror of interface pressure distribution shown in Fig. 7 and Table 6 . The
Von- Mises stresses results shows that the maximum value is recorded at socket 5 interior
region exactly at patella tendon with 0.8155 Mpa,while the values of stresses are recorded at (
popliteal depression, lateral tibia, medial gastrocnemius and distal gastrocnemius) with values of
(0.7212,0.5445,0.3954, and 0.2943) Mpa respectively .

Fig. 12 shows the stress distribution according to the interface pressure boundary condition and
impact with impactor of 1 Kg of mass from 1 m height at the mid distance of socket interior
length .1t is clear that the values of stresses jump to the maximum value of 16.2 Mpa at impact
contact point at center of anterior wall of prosthetic socket . Table 7 shows all cases of the
numerical solution for both inteterface pressure boundary condition and impact with different
impact mass and impact height for all type of lamination .

6. CONCLUSION

1-The Maximum absorbed energy percent is recorded with B-K prosthetic socket lamination
which consist of (3perlon +1 carbon fiber+3perlon) layers with 89.4%.

2- The maximum value of the interface pressure is recorded at socket interior region exactly at
patella tendon with 202.6Kpa

3- The maximum value of the VVon- Mises stress due to interface pressure boundary condition is
recorded at B-K prosthetic socket at the interior region exactly at patella tendon with 0.8155
Mpa.

4- The maximum value of the Von- Mises stress due to interface pressure and impact boundary
condition is recorded at B-K prosthetic socket lamination which consists of (3perlon +1 carbon
fiber+3perlon) layers at the region of the impact contact in the center of anterior socket wall
with 16.2 Mpa a0.8155 Mpa.

5- All types of B-K prosthetic socket lamination are safety used .

6- The suggested lamination which consists of (3perlon +1 carbon fiber+3perlon) is the best to
be used due to its safety and because it reduces the cost and weight of the prosthetic socket.
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NOMENCLATURE

Perlon= is a polyamide fibers Use in orthopedic technology as stockinette
B.K = below Knee

Vth= theoretical impactor velocity ( m/s)
Vexp= experimental impactor velocity (m/s)
H= impactor height (m)

Abs.En.= absorbed energy (J)

Imp.En.= impact energy (J)

IP= interface pressure (Kpa)

Lam1= 3perlon+1carbon fiber+3perlon
Lam1= 3perlon+2carbon fiber+3perlon
Lam1= 4perlon+2carbon fiber+4perlon

Ms= impactor mass (Kg)

G = yield stress (Mpa)

Gvon = \on —Mises stress(Mpa)
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Oy, = ultimate stress (Mpa)
E,G= modulus of elasticity and rigidity (Gpa)
& 1,6 p= total and dynamics deflections (mm)

Figure 1. Vacuum technique for prosthetic socket lamination.
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Figure 3. The piezoelectric sensor (Diameter = 15mm).
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Figure 5. Piezoelectric sensor measuring position.
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Figure 11. Von-Mises stress distribution according to the interface pressure boundary condition
for B-K prosthetic socket lamination L1 (313).
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Figurel2. Von-Mises stress distribution according to interface pressure boundary condition and
impactor of 1 Kg with 1 m height at the center of the B-K prosthetic socket lamination L1
(313).

93



Number 4 - April  Volume 20 - 2014 Journal of Engineering

Table 1. All B-K prosthetic lamination material.

B-K Total Thick. Lam. lay up
Lam. layers mm procedures
3Perlon + 1 carbon fiber+3Perlon
Lam.1 7 2.8
3 Perlom + 2carbon fiber+ 3 Perlon
Lam.2 8 2.9
4 Perlon + 2carbon fiber+ 4 Perlon
Lam.3 10 3.1

Table 2. All impact specimens numbering with different impact energy.

Impact . Imp.

Mass Kg Speci. Type | Speci. No. Vth. Vexp. En. (J H (m)
L11 2.2 2.1 0.55 0.25

L12 3.1 3.01 1.13 0.5

L1

L13 4.4 4.25 2.25 1

L21 2.2 2.1 0.55 0.25

L2 L22 3.1 3.01 1.13 0.5

0.25 L23 44 4.25 2.25 1
L31 2.2 2.1 0.55 0.25

L3 L32 3.1 3.01 1.13 0.5

33 4.4 4.25 2.25 1

L11 2.2 2.1 1.1 0.25

L1 L12 3.1 3.01 2.26 0.5

L13 4.4 4.25 4515 1

0.5

L21 2.2 2.1 1.1 0.25

L2 L22 3.1 3.01 2.26 0.5

L23 4.4 4.25 4515 1

L3 L31 2.2 2.1 11 0.25
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L32 3.1 3.01 2.26 0.5

33 44 4.25 4515 1

L11 2.2 21 2.205 0.25
L1 L12 3.1 3.01 4.53 0.5

1

L13 44 4.25 9.031 1

L21 2.2 21 2.205 0.25
L2 L22 31 3.01 4.53 0.5

L23 4.4 4.25 9.031 1

L31 2.2 21 2.205 0.25
L3 L32 31 3.01 4.53 0.5

33 4.4 4.25 9.031 1

Table 3.Total and dynamics deflections formula for all type of below- knee prosthetic socket
lamination material.

Lam. 51" 59

No.

L1 5+(1
steros | *om
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Table 4. Mech. properties of the tested specimens.

l}l_g.mo.f Lay | oy Oun E |G opa
up | MPa | mpa | GPa

L1 313 34.2 47 2.2 0.85

L2 323 31 52.4 2 0.78

L3 424 32 54.7 1.9 0.73

Tabll 5. Absorbed energy for all type of socket lamination materials with different of impact

energy.
l\/llr;spsa}C(tg Spec. type | Spec. No. érr’r:pj Q:SJ Percent of Abs. En.%
L11 0.55 0.42 76.3
L1 L12 1.13 0.847 74.9
L13 2.25 1.8 80
L21 0.55 0.38 69.1
L2 L22 1.13 0.768 67.9
0.25 L23 2.25 1.63 72.4
L31 0.55 0.335 60.9
L3 L32 1.13 0.737 65.2
33 2.25 1.456 64.57
L11 11 0.898 81.6
L1 L12 2.26 1.919 84.9
L13 4.515 3.652 80.9
L21 11 0.823 74.8
L2 L22 2.26 1.647 72.9
L23 4.515 3.115 68.99
0.5
L31 11 0.725 65.9
L3 L32 2.26 1.46 64.6
33 4515 3.085 68.3
L11 2.205 1.942 88.1
L1
L12 4.53 4.047 89.4
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! L13 9.031 7.468 82.7
L21 2.205 1.552 70.4
L2 L22 453 3.474 76.7

L23 9.031 7.225 80
L31 2.205 1.576 715
L3 L32 453 2.999 66.2
33 9.031 5.735 63.5

Table 6. Maximum interface pressure recording at all measuring regions.

Socket Sensor Interface
Regions Positions Pressure Kpa
Al 45.76
A2 77.87
Anterior
A3 202.6
L1 50.4
Lateral L2 86.7
L3 52.5
P1 54.32
Posterior P2 62.7
P3 186.6
M1 42.6
Medial M2 65.87
M3 33.91

Table 7.Von-mises stress distribution according to IP and IP plus impact B.C. for all type of
prosthetic socket lamination.

Impact Spec. Spec. Imp . Ovon M
» Vipa
Mass Kg type No. En.J Yo" Mpa, IP IP+Impact
L11 0.55 5.53
o ke | MR 0.8155 6.87
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2.25
0.25 L13 8.96
L21 0-55 4.95
1.13
L2 L22 0.7152 5.65
L23 225 7.76
L31 0.55 3.99
L3 L32 1.13 0.6189 4,92
33 2.25 6.13
L11 11 7.45
L1 L12 2.26 0.8155 9.87
L13 4.515 11.87
L21 11 6.23
L2 L22 2.26 0.7152 8.87
L23 4.515 10.12
0.5
L31 11 6.14
L3 L32 2.26 0.6189 7.98
33 4.515 9,33
L11 2.205 8.44
L1 L12 4.53 0.8155 12.4
L13 9.031 16.21
L21 2.205 8.14
L2 L22 4.53 0.7152 10.77
1 L23 9.031 14.54
L31 2.205 7.77
L3 L32 4.53 0.6189 9.54
33 9.031 11.65
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ABSTRACT

Transient mixed convection heat transfer in a confined porous medium heated at periodic sinusoidal
heat flux is investigated numerically in the present paper. The Poisson-type pressure equation,
resulted from the substituting of the momentum Darcy equation in the continuity equation, was
discretized by using finite volume technique. The energy equation was solved by a fully implicit
control volume-based finite difference formulation for the diffusion terms with the use of the
quadratic upstream interpolation for convective kinetics scheme to discretize the convective terms
and the temperature values at the control volume faces. The numerical study covers a range of the
hydrostatic pressure head Ah =5mm, Ah =10 mm, Ah = 15mm, Ah =20 mm, and Ah =
30 mm), sinusoidal amplitude range of 250 < q,, < 1250 W/m? and time period values of
(30 — 120)s. Numerical results show that the pressure contours lines are influenced by hydrostatic
head variation and not affected with the sinusoidal amplitude and time period variation. It is found
that the average Nusselt number decreases with time and pressure head increasing and decreases
periodically with time and amplitude increasing. The time averaged Nusselt number decreases with
imposed sinusoidal amplitude and cycle time period increasing.

Keywords: porous medium, mixed convection, square cavity, sinusoidal periodic heating, finite
volume method.
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lhsan Y. Hussein Mixed Convection in a Square Cavity Filled with
LumaF. Ali Porous Medium with Bottom Wall Periodic Boundary
Condition

1. INTRODUCTION

The involvement of both natural and forced convection, referred as mixed convection, in porous
media has been an important topic because of its wide range of applications in engineering and
science. Some of these applications include oil extraction, energy storage units and ground water
hydrology. Early studies on convection in porous media were largely devoted to buoyancy-induced
flows and forced convection. The interaction mechanisms between these two modes of convection
was given very little attention. For mixed convection in confined porous medium, the fluid velocity
required for forced convection is occurred from either porous enclosures with lid-driven, vented
openings, suction / injection ports, vibrational obstructed cavities, or others. In the present work, the
mixed convection is achieved by providing a hydrostatic pressure head through an inlet port,
accordingly a forced convection condition is imposed inside the porous enclosure. Besides, the
buoyancy forces of natural convection are introduced due to the temperature gradient of the bottom
heated wall. Mainly, the problems of mixed convection in confined porous medium can be classified
into two categories, first the type of mixed convection in confined porous medium with uniform
boundary conditions while the second category involves mixed convection with non-uniform
boundary conditions.

The volume averaged equations governing unsteady, laminar, mixed convection flow in a top lid
driven two-dimensional square enclosure filled with a Darcian fluid-saturated uniform porous media
in the presence of internal heat generation was investigated numerically employing the finite-
volume approach by Khanafer, and Chamkha, 1999. Then, the laminar transport processesin a lid-
driven two-dimensional square cavity filled with a water-saturatedporous medium was conducted
numerically utilizing the alternating direct implicit algorithm by Al-Amiri, 2000 and Kandaswamy,
et. al., 2008. Also, Khanafer, and Vafai, 2002, by using the finite volume numerical approach,
analyzed the double-diffusive mixed convection in a lid-driven square enclosure filled with a non-
Darcian fluid-saturated porous medium. The numerical investigation utilizing the finite volume
method for two-dimensional steady state mixed convection flow in a square vented cavity filled
with fluid-saturated porous medium with an isothermal left vertical surface and remaining three
walls perfectly insulated was studied by Mahmud, and Pop, 2006. Later, Oztop, 2006, presented
numerically the combined convection heat transfer and the fluid flow due to the position of heaters
in a partially heated lid-driven square enclosure filled with homogeneous and isotropic porous
material. The problem of mixed convection in a driven square cavity packed with homogeneous and
isotropic porous medium was studied with the lattice Boltzmann method by Chai, et. al., 2007.
Subsequently, the finite element numerical method carried out by Barna, et. al., 2008, examined
and explained the two-dimensional steady mixed convection flow in a square vented cavity filled
with fluid-saturated porous medium with all walls are isothermal at constant temperature. Besides,
Vishnuvardhanarao, and Das, 2008 and Kumar, et. al., 2009 considered two-dimensional, mixed
convection flow in a square enclosure filled with a Darcian fluid-saturated uniform porous medium.
The first study of vibration and buoyancy induced transient mixed convection in an open-ended
obstructed cavity filled with a fluid-saturated porous medium was investigated by Chung, and
Vafai, 2010. Furthermore, Kumar, and Murthy, 2010 focused their attention on a problem of
steady non-Darcy mixed convection inside a vertical square enclosure filled with fluid-saturated
porous medium with multiple fluid injections at the bottom wall and multiple suctions at the top
wall. Thus, forced convection is imposed by this combination of suction/injection flow conditions
and free convection is induced by the hot and isothermal left vertical wall. Afterwards,
Muthtamilselvan, 2011, examined numerically, by employing the finite volume method, the steady
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state two-dimensional mixed convection flow and heat transfer in a two-sided lid-driven square
cavity filled with heat generating porous medium. Kumari, and Nath, 2011 carried out numerically
the steady state two-dimensional mixed convection in a square cavity flow of a heat generating fluid
in a lid-driven square cavity filled with a fluid-saturated non-Darcy porous medium. Mixed
convection is also taken place because of the buoyancy- and shear-driven flow induced by a hot
plate moving through the horizontal mid-plane of a rectangular enclosure filled with fluid-saturated
porous medium. This problem governing equations were thereby solved numerically using the finite
difference method by Waheed, et. al., 2011. Furthermore, Oztop, et. al., 2012, performed a
numerical study to analyze the flow field and temperature distributions of steady state laminar
mixed convection heat transfer in a square left vertical wall partially cooled lid-driven cavity filled
with fluid-saturated porous medium.

For the second category of mixed convection with non-uniform boundary conditions, The numerical
study to obtain combined convection field in an inclined lid-driven enclosures filled with fluid-
saturated porous media and heated from one wall with a non-uniform heater was carried out by
Oztop, and Varol, 2009. They assumed that the lid is moving at constant speed and temperature
while the bottom wall of the cavity has sinusoidal temperature distribution and remaining walls are
adiabatic. Thence, the characteristics of a two-sided lid-driven mixed convection flow in a steady
state two-dimensional square cavity filled with heat generating porous medium was numerically
inspected by Muthtamilselvan, et. al., 2010. The top wall is maintained at a constant temperature
and the bottom wall is sustained at uniform or non-uniform temperatures (sinusoidal type), while the
side vertical walls were considered to be adiabatic. Detailed analysis of mixed convection of fluid
within square porous cavity with generalized boundary conditions involving linear and uniform
heating of adjacent walls or uniform cooling of a side wall in presence of uniform motion of top
adiabatic wall and uniform heating of the bottom cavity wall was carried numerically by Basak, et.
al., 2010. Then, Basak, et. al., 2011 performed a penalty finite element method to analyze the
influence of various walls thermal boundary conditions on mixed convection lid-driven flows in a
square cavity filled with fluid-saturated porous medium. Thereafter, the influence of uniform and
non-uniform heating of the bottom wall on the flow and heat transfer characteristics due to lid-
driven mixed convection flow within a square cavity filled with porous medium was studied
numerically utilizing penalty finite element analysis by Basak, et. al., 2012. Furthermore,
Ramakrishna, et. al., 2012, explored the numerical study that deals with lid-driven mixed
convection within square cavity filled with porous media for various thermal boundary conditions
based on thermal aspect ratio on bottom and side walls where the top wall is adiabatic and moves
from left to right with uniform velocity. The influence of the non-uniform thermal boundary
conditions on mixed convection flow and heat transfer in a lid-driven cavity filled with fluid-
saturated porous medium was investigated numerically by Sivasankaran, and Pan, 2012.

In the present study, transient mixed convection in a two-dimensional square cavity subjected to
static pressure head and filled with a Darcian fluid-saturated porous medium is investigated
numerically. The two vertical walls of the confined porous medium are insulated while the bottom
wall is heated periodically and the heat is lost by convection from the top wall which is exposed to
the environment. Detailed numerical solutions are carried out by utilizing the finite volume method
for a range of parameters, namely the pressure head, amplitude, time period of sinusoidal imposed
heat flux. Numerical results are obtained for pressure, and temperature fields within the enclosure
and are displayed using pressure contours lines and isotherms respectively. Also, the average and
time averaged Nusselt number variations are depicted in the present paper.
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2. MATHEMATICAL FORMULATION

The two-dimensional inclined cavity under investigation is filled with fluid-saturated porous
medium and all the walls are impermeable except the upper wall. Glass beads with specified
diameter is used as a porous media and distilled water is used as the incompressible fluid that
saturates the porous medium. The schematic configuration of the problem is illustrated in Fig. 1,
with L denoting the length of the square cavity. Furthermore, the porous medium is assumed to be in
local thermal equilibrium with the fluid.

The two vertical left and right sidewalls are adiabatic, and a periodic sinusoidal heating is applied on
the bottom wall while the top wall is exposed to the environment and losses heat by natural
convection. Water is supplied to the cavity from an external tank with a static head from an opening
inlet at the bottom left corner and there is a water outlet open at the upper right corner. The
thermophysical properties of the fluid and the porous material are taken to be constant except for the
density variation in the buoyancy force, which is treated by the Boussinesq approximation.

The Darcy equation formulation is adopted for modeling the fluid flow in the porous medium. The
governing equations for mass, momentum, and energy in two-dimensional, Cartesian coordinates,
laminar flow are as follows:

Continuity equation

ou v
axtay =0 @

Momentum equation

_ _K[o -

u= " gx+pfgsm<p] 2
—_XK]or

V= > ay+pfgcosqo] 3

Energy equation

T ar aT kepr [0%T BZT]
— — —| = — 4+ — 4
o at + [u 0x tv 6y] (pCp)f dx2 + dy? ( )

where u and v are the fluid velocities in x and y directions respectively, K is the porous medium
permeability, u, is the fluid dynamic viscosity, p is fluid pressure, p, is the fluid density, g is the
acceleration due to gravity, ¢ is the inclination angle of the cavity, T is the fluid temperature, t is
the time, and o is the specific heat ratio which is given as:

o= (pCp),,
B (Pcp)f

()

where C, is the specific heat at constant pressure and the subscripts m and f denoted to effective
value and fluid phase respectively, k. is effective thermal conductivity of porous medium and it is
given by Hadley, 1986:
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Keff _ 4 _ efo+A(1—¢f,) 222(1-8)+(1+28)4
ky =@ aO)l—s(l—fo)+As(1—fo)+“° (2+e)i+1-c (6)

where ¢ is the porosity of the porous medium and k, and kf are the thermal conductivity of the solid
material and fluid phase of the porous medium respectively, 1 = kg /kfis the thermal conductivity

ratio of solid and liquid phases, f,is a parameter which is expected to be approximately constant for
a contiguous solid, and «,is an another parameter that is very sensitive to porosity changes and it is
represented for different porosity ranges as, Suresh, et. al., 2005:

log @, = —4.898¢ 0 <e<0.0827 (7a)
loga, = —0.405 — 3.154(¢ — 0.0827) 0.0827 < £ <0.298 (7b)
loga, = —1.084 — 6.778(¢ — 0.298) 0.298 < & < 0.58 (7¢)

The equation of state under the Boussinesq approximation is assumed to be:

p = poll—pB(T—T,)] (8)

where p, and T, are respectively the density and the temperature in the reference state, £ the
coefficient of thermal expansion.

In accordance with the present problem, the above governing equations are subjected to the
following initial and boundary conditions:

u=v=0T=T, at t=0 9)
aT

u=v=0,a=0 at x=0and x=1 (10)

u=0, keffg—§=q0+asin(2nt/1), p = pg(L + Ah) at y=0 (11)
oT

where g, is the uniform heat flux, a is the sinusoidal amplitude, h is the natural heat convection
coefficient.

After inserting the Boussinesq approximation in the momentum Eqgs. (2) and (3), and the resulting
equations substituted in Eq. (1), the following new pressure differential equation is obtained:

a%p | 9%p . aT oT
ﬁ+ﬁ=gpo,8 [sm<p£+c05(p£] (13)

Egs. (4) and (13) are solved numerically with the applied initial and boundary conditions to
simulate the mixed convection in the inclined square cavity. The average Nusselt number on the
bottom hot wall is given as:
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Nu = —>— 14
(Th—To) (14)

where T}, is the boom hot wall temperature.
The time averaged Nusselt number for specific time period 7 is casted as;

LOT
- oa—| dx
y y=0

N dt (15)

1 717
Nurgy = ;f(r—l)r

where r is the number of time period.

3. NUMERICAL FORMULATION

The governing Egs. (4) and (13) in the present problem of mixed convection in a cavity filled with
porous medium are solved by using the finite volume method Versteeg, and Malalasekera, 2007. A
fully implicit scheme is applied for discretizing the time derivatives. The convective fluxes at the
cell interface are discretized by employing the Quadratic Upwind Interpolation for Convective
Kinematics (QUICK) scheme and a second-order central difference scheme is used for the diffusion
terms. The resulting algebraic equations are solved by the tri-diagonal matrix algorithm (TDMA).
For convergence criteria, the relative variations of the temperature and pressure between two
successive iterations are demanded to be smaller than the previously specified accuracy levels of
1075, The iterative procedure is initiated by the solution of the pressure equation followed by
calculating the velocity field and then solving the energy equation until reaching a specific
temperature. This specified temperature is the mean value of selected location temperatures near the
bottom heated wall. In the present study, the desired temperature is taken as 90 °C which is the
temperature at which the working water fluid changes to the two phase condition.

Before proceeding further, the grid independency tests are performed first. Numerical experiments
were performed for various grid sizes viz. 12 x 12, 16 x 16, 20 x 20, 24 x 24, 28 x 28, and
32 x 32 to test and estimate the grid independent solutions. These numerical experiments were
accomplished for a hydrostatic head Ah = 10 mm and constant heat flux g = 500 W /m?. It is
observed that the average Nusselt number values at the bottom heated wall of the enclosure are very
near to each other when the grid size is near 24 x 24. Therefore, a grid size of 24 X 24 is chosen for
further computations because it consumed less computing time. The parameters of convergence are
fixed to 10> for both pressure and temperature. Furthermore, a similar test was done for the time
step value and it is found that At = 0.05 sec is very sufficient for the present problem.

4. RESULTS AND DISCUSSION

Published experimental data are not available for the cavity configuration and boundary conditions
similar to that taken in the present study. Thus, the validation of the computations against suitable
experimental data could not be performed. However, in order to validate the predictive capability
and accuracy of the present code, three published works have been chosen. For validation purpose
of mixed convection flow and heat transfer, a differentially heated square cavity of natural laminar
heat transfer is considered. The left surface is heated isothermally and right surface is cooled to a

104



Number 4 - April Volume 20 - 2014 Journal of Engineering

lower temperature with top and the bottom walls maintained thermally insulated. Average Nusselt
number is calculated and depicted in Table 1 for Ra = 100 and compared with the earlier
investigations Saeid, and Pop, 2004, Baytas, 2000, and Walker, and Homsy, 1978. From Table 1,
it is clearly revealed that the agreement between the present and the previous results is very good
indeed. So, these results provide great confidence to the accuracy of the present numerical method.
In the present investigation, Soda Lime glass beads saturated with distilled water is chosen as a
porous media. Its permeability and porosity are taken as 1.57 x 1079 and 0.418 respectively. The
controlling parameters on the heat transfer and fluid flow for this investigation are the hydrostatic
pressure head and sinusoidal amplitude and time period. The computations have been carried out for
the pressure head of Ah = 10and 20mm. The sinusoidal amplitude is varied in the range from 250
to 1250 W /m? while the time period range is 30-120 s.

The pressure field is indicated in Fig. 2 for hydrostatic pressure head values of Ah = 10 mm and
Ah = 20 mm and a fixed value of a = 750 W /m? amplitude and 7 = 60 s sinusoidal time period.
It is clear from this figure that the pressure values at specific nodal point increases as the pressure
head difference. Also, the pressure distribution is not affected by the variation of the amplitude and
the time period as seen in Fig. 3. This figure is plotted for different amplitudes and time period of
T=30s and pressure head value of Ah =20 mm. The pressure is unaffected because the
temperature gradient is small value that is deduced from the amplitude value and taken place in the
right hand side of Eq. (13) compared with the pressure value on the bottom boundary wall.

The steady state response of the periodic sinusoidal boundary condition is performed when the
absolute difference of time averaged Nusselt number between two successive periodic cycles is less
than an estimated number of 0.35. When this state response is reached, the temperature contours
line for eight time steps of the last cycle is demonstrated for specific amplitude value of a =
500 W /m?2, cycle time period of T = 60s, and three hydrostatic pressure head values of Ah =
10 mm and Ah = 20 mm, in Figs. 4 and 5 respectively. It can be noticed that the first half of the
cycle is almost devoted to the temperature increasing of the bottom wall and the nearby porous
domain. While the second half of the cycle is adapted to the convection heat transfer to the
downstream of the porous enclosure and the bottom temperature is approximately remaining
constant during this half of the heating periodic cycle. In the second half of the cycle, the imposed
heat flux becomes small and not sufficient to increase the bottom temperature but just to maintain its
temperature almost constant. On the other hand, there is a temperature difference between the
bottom region and the upper region of the confined porous medium which tends to a buoyancy
effect inducing through the domain and hence natural convection currents are invoked in addition to
the mixed convection and liquid velocity effect in transferring heat through the cavity. Also, it is
clear that the mixed convection influence increases with the pressure head difference increase from
10 mm to 20 mm and results in a higher temperature values as shown in Figs. 4 and 5 respectively.
Figs. 6 to 8 present the influence of the amplitude variation from 250 W /m? to 750 W /m?on the
temperature field within the eight time steps of the last cycle when a steady state response is reached
for the case of 10mm pressure head and 30s time period. It can be easily seen that the increase of
the amplitude tends to temperature increase especially for higher amplitude values that leads to
vigorous increase in temperature distribution. The main reason behind this behavior is that the
temperature difference in the porous domain increases when the imposed amplitude is increased and
consequently the buoyancy force effect is increased. This tends to convection currents increasing
and obtaining higher temperature values. Furthermore, the influence of time period on the
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temperature contours line is observed in Figs. 9 and 10 for hydrostatic pressure head of 20mm and
imposed heat flux amplitude of 250 W /m?. These figures pronounce that the time period increase
causes a temperature increasing near the bottom wall because the time of heating operation increases
and thus more heat flux amplitude is imposed to the porous enclosure. Additionally a further time is
given to transfer the heat of the bottom region to the entire porous domain region when the time
period is increased and this leads to heating most of the domain by the superposition of forced and
natural convection mechanism caused by pressure head difference and buoyancy force effects
respectively.

The variation of the average Nusselt number is plotted with consumed time of sinusoidal imposed
heating on the bottom wall of a non-inclined porous enclosure in Figs. 11 and 12 for Ah = 10 mm
and Ah = 20 mm hydrostatic pressure head difference respectively. This figure is displayed for
various values of amplitude from 250 W/m?to 750 W/m?, time period of 60s and
30 ssuccessively. It can be easily seen that the Nusselt number decreases periodically with heating
time increasing. By referring to Eq. (14), this decrease is mainly due to the fact that the Nusselt
number is inversely proportional with the temperature difference between the bottom heated wall
and the downstream liquid temperature. Therefore, as this temperature difference increases with
time increasing, the Nusselt number is decreased and has a periodic behavior because of the
periodicity of the imposed heat flux. Additionally, the average Nusselt number is not altered with
the amplitude increasing at certain simulation time because the mixed convection currents
accelerates the heating process and has vigorous effect on the heat transfer characteristics compared
with the buoyancy force influence that is resulted from the temperature gradient related mainly to
the imposed amplitude heat flux.

Moreover, the variation of average Nusselt number with periodic sinusoidal heating time along the
enclosure bottom wall at different response time period is presented in Figs. 13 and 14 for
hydrostatic pressure head values of 10 mm and 20 mm respectively. From these two figures, it is
indicated that the peak value of Nusselt number for each time period case decreases with time
period increasing. The temperature difference between the heated wall and the top region of the
enclosure increases with the time period increasing because there is sufficient time for heating
process. This is thought to be the reason behind the reduction of the Nusselt number with increasing
time period because of the contrary relation between the Nusselt number and the mentioned
temperature difference. For the same reason mentioned previously for the average Nusselt number,
the time averaged Nuselt number during the cycle of steady state response decreases with the
increasing of both the imposed sinusoidal amplitude and the cycle time period as demonstrated in
Figs. 15 and 16 for hydrostatic pressure head values of 10 mm and 20 mm successively.

5. CONCLUSIONS

Convective flow and heat transfer in a square porous cavity with sinusoidal periodic heat flux at the

bottom wall is investigated numerically. The following conclusions are made from this study.

e The pressure field and the velocity vector are increased with increasing hydrostatic pressure head.

e The first sinusoidal heating half cycle is devoted to the bottom wall and nearby porous domain
temperature increasing while the second half of the cycle is adapted to convection heat transfer to
the porous domain downstream.
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e The amplitude increase causes temperature increase especially for higher amplitude values that
leads to vigorous increase in temperature distribution and the sinusoidal time period heating
increase causes a temperature increasing near the bottom wall.

e The average Nusselt number decreases periodically with sinusoidal heating time increasing for
certain amplitude value and also decreases with amplitude increasing for specific simulation time
when the pressure head is zero but it is not altered with amplitude increasing when the head
pressure is greater than zero.

e The peak value of the average Nusselt number decreases with time increasing for each time period
case.

e The time averaged Nusselt number decreases with the increasing of the imposed sinusoidal
amplitude and the cycle time period.
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Table 1. Comparison of average Nusselt Cooling side
number with previous workers for Ra = 100. : ;. . {—k%:h(ﬂ—’h)
Authors Nu !
Saeid and Pop, 2004 | 3.002 i
Baytas, 2000 3.160 adiabat | adiabat L
Walker and Homsy, 1978 | 3.097 i g
Present result 3.076 PR
- L

z
y Heating side
. q =q,+asin(2nt'/t)

Figure 1. Schematic diagram of the physical
problem and coordinates system.
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Figure 2. Pressure field with a = 750 W /m?and t = 60s: (a) Ah = 10mm, (b) Ah = 20mm.
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Figure 3. Pressure contours line for different amplitude values with Ah = 20 mm and T = 30 s: (a)
250 W /m?, (b) 375 W /m?, (c) 500 W /m?, (d) 750 W /m?2.
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ABSTRACT

Low-level microbial activity due to the production of organic acids is a recognized problem during
the initial phase of food waste composting. Increasing such activity levels by adjusting the pH values
during the initial composting phase is the primary objective to be investigated. In this study, sodium
acetate (NaoAc) was introduced as an amendment to an in-vessel composting system. NaoAc was
added when the pH of the compost mixture reached a low level (pH < 5), the addition increased pH
to 5.8. This had a positive effect on the degradation of organic materials i.e. the formation of methane
gas compared to the results without NaoAc addition.

The results also proved that anaerobic-aerobic in-vessel composting could reduce the large amounts

of wastes by 33% -30%.

However the addition of NaoAc had no significant influence on temperature profile, bulk density,

electric conductivity (EC), moisture contents, Nitrogen, phosphorus, potassium (NPK) and heavy

metals (Cu, Cd, Ni, Pb) during the composting process, in fact heavy metals and (NPK) were below
the maximum permissible levels of the Japanese organic farming and the USDA and US Compost

Council standards .

To assess the performance of the composting process, two small-scale digesters were used with fixed
temperature. Maximum methane content of 68+1% and 75+1% by volume of the generated biogas
was achieved in the run without and with NaoAc respectively.

The germination index was 84.8 % which proved that the stabilized compost obtained in this

research is of the “mature" kind and it is satisfactory for agricultural use according to the organic
farming recommended by the Japanese Ministry of Agriculture, Forestry and Fisheries, and USDA
and US Compost Council standards.

Keywords: compost, sodium acetate, biogas, mature compost, germination test, solid waste
management.
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1. INTRODUCTION

Food waste is the largest component of municipal waste streams after the recyclables are
separated. It is associated with high disposal costs, McDonnell, 1999. Composting is a promising
alternative treatment method for food waste that enables the valuable organic contents of food waste
to be reused, Kim et al., 2008.

In recent years, composting has been presented as an environmental friendly and sustainable
alternative to manage and recycle organic solid wastes, with the aim of obtaining a quality organic
product, known as compost, to be used as organic amendment in agriculture. When mixed with soil,
compost increases the organic matter content, improves the physical properties of the soil, and
supplies essential nutrients, enhancing the soil’s ability to support plant growth, lyengar, 2006.

Compost can also be applied to the soil surface to conserve moisture, control weeds, reduce erosion,
improve appearance, and keep the soil from gaining or losing heat too rapidly, Swan, et al., 2002.

Composting may be defined as a biological degradation of organic materials under
controlled aerobic conditions. The process may be used to stabilize wastewater solids prior to their
use as a soil amendment or mulch in landscaping, horticulture, and agriculture, Lin et al., 2008. To
handle large volumes of municipal waste, the process of decomposition has to be speeded up. The
microorganisms in the waste are given an environment, which allows them to grow rapidly and
work at peak efficiency in breaking down the waste.

To do this, the microorganisms need air, water and nutrients, lyengar, 2006.

When biodegradable organic solid waste is subjected to anaerobic decomposition, a gaseous
mixture of Methane (CH,) and Carbon dioxide (CO,) known as biogas could be produced under
favorable conditions. The decomposition of the waste materials is mainly done by the fermentation
process, which is carried out by different group of microorganisms like bacteria, fungus,
actinomycetes etc. Swan, et al., 2002.
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Due to the presence of short-chain organic acids that are not only produced

from raw materials, but also generated during the initial phase of batch composting pH will be
lowered, inhibiting microbiological activity, Nakasaki et al., 1993, Beck-Friis, et al., 2001,
Reinhardt, 2002; Beck-Friis et al., 2003 and Lin. et al., 2008. Therefore, inhibiting the adverse
effect of organic acids, i.e., controlling pH during the initial composting phase, is the primary issue to
be resolved.

Anaerobic composting, while accepted elsewhere, has failed in our country due primarily to
the odor nuisance, the time involved in producing a stable product and space requirements. While the
aerobic process is characterized by a minimum odor nuisance and rapid decomposition when
compared to the older anaerobic process. Still aerobic process has not yet been proven satisfactory
and as of this date, there are no installations using this process, in operation in this country, except on
an experimental or pilot plant basis.

In this research, an amendment material, sodium acetate (NaoAc), is introduced to the food
waste composting process in order to resolve the difficulties noted above. NaoAc as a buffer salt
combined with the acetic acids produced in the initial composting process can form NaoAc/HoAc a
buffer solution in the composting reactor. Buffer solutions are potentially pH control amendments
because of their capability to resist change in ambient pH and maintain it at a desired level, Liang et
al., 2006.

However, few studies have examined the use of buffer salts for regulating the pH of the
composting process. In addition, the effect of pH control amendments on the production of biogas
has also been investigated. Therefore, the objective of this research is to examine the effect of NaoAc
on the food waste composting process under controlled experimental conditions, quality of the final
compost, as well as estimating the percentage of biogas generated due to organic solid waste
degradation.

1.1 Compost Phases

The process starts with the oxidation of easily degradable organic matter; this first phase is
called decomposition. The second phase, stabilization, includes not only the mineralization of slowly
degradable molecules, but also includes more complex processes such as the humification of ligno-
cellulosic compounds. From a technical point of view, the composting process is stopped at a phase
in which the remaining organic matter present is relatively in large quantities (more than 50% of the
starting amount); otherwise the process would continue, until all of the organic components are
completely mineralized. The main product is called compost, which may be defined as the stabilized
and sanitized product of composting, compatible, and beneficial to plant growth Diaz et al., 2007.

2. MATERIALS AND METHODS
2.1 Raw Sample

The Food Waste (FW) was collected from daily normal kitchen waste. FW was mainly food
remaining in plates after lunch consisted of potatoes, carrots, beef, steamed rice, cooked soybean.
Leaves were added as a bulking agent and as a source of nitrogen, while garden soil was added to
provide more desired microorganisms, Lin et al., 2008.

2.2 In-vessel Composting Reactor

The composting system consisted of a cylindrical vessel metal tank (200 L) with an easy
mechanism for turning the compost, as shown in Fig.1. A perforated steel screen was installed 10 cm
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above the reactor bottom, to recover leachate formed in the bottom section and through an opening
valve.

A pressure gage was installed in the top of the reactor to measure the pressure of the gases
produced while, temperature and humidity sensors with platinum probe were installed in the center
inside the reactor. All the raw materials were minced into pieces of <5 mm in diameter using a food
processor (Brown, China), and mixed well before the reaction began. To compare and analyze the
effects of NaoAc on the composting processes, two experimental treatments were carried out in
sequence. In Run B, NaoAc salt was added to the compost mixture; Run A was conducted as a
control treatment without NaoAc addition. The detailed composition of raw materials for the
compositing processes is summarized in Table 1.

The digesting process started in April until June; 2012. Day 1 is defined as April 22/ 2012.
The digester cell was filled with 66.67 kg of different simulated food waste and 0.6 kg of sodium
acetate as a buffer. The digester cell was operated anaerobically from day 1 to 5, and then air was
introduced through day 6 to start the aerobic process.

For Run B, 600 g of NaoAc, was added to the compost mixture on day 4 immediately after
sampling, when the pH had decreased to a relatively low level (pH < 5), Giannis, et al., 2012.

Temperature, pH, and moisture content were taken at regular intervals throughout the
composting period. In addition, germination tests, NPK, and heavy metal analyses were carried out
for examining the quality of the composted product for each run. Two replicates were conducted for
each analysis.

Mixing was achieved by turning the arm of the screw by hand to ensure sufficient contact
between bio-waste and the bacteria inside the digester, Donovan et al., 2012. Composting is
essentially completed when mixing no longer produces heat in the pile, Giannis, et al., 2012.

At the end of each composting trial of 20-25 days, the formed product was collected from the
bottom layer of the bioreactor and spread outside to form a pile. Six representative samples were
collected from different points within the pile. The final sample was formed after mixing the six
samples together to form a homogeneous material. From the homogeneous material two samples
were selected from which a series of parameters were evaluated, TMECC, 2002.

2.3 Analytical Procedure

The standard methods followed for testing and evaluating compost and composting feedstock
material were determined according to Test Methods for the Examination of Composting and
Compost, TMECC, 2002.

Laboratory analyses included measurements of moisture content, pH, volatile solids, water
soluble total Kjeldahl nitrogen (TKNW), NH,*, NHs, phosphorous as P,Os and PO, potassium,
electrical conductivity, heavy metals, and germination test.

Samples from the compost of about 50 g were collected and dried in an oven at 105 °C for 24
h; the loss of weight was taken as the moisture content. The oven-dried sample was further heated at
550 °C for 2h for the determination of volatile solids. pH of the clear supernatant was measured for
the top clear liquid of the sample with a pH meter.

The water-soluble extract was prepared by mixing 10 g of sample with 100 ml of deionized
water, then shaken for 2 h, and centrifuged at 3000 rpm. The supernatant was then filtered through a
filter paper Whatman No. 1, TMECC, 2002. Nitrogen as total N, NHs NH,", potassium and
phosphorus as P,Os and PO, were analyzed using Multi Direct Photometer for multi-parameter
analyses. The electrical conductivity of the compost was analyzed once daily using EC meter.
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Heavy metals of water-soluble extract samples were analyzed by Atomic Absorption Flame
Emission Spectrophotometer (GBC scientific equipment Sens AA).

Germination test was performed for 48 h at 25°C in the dark with 20 radish seeds placed on a
9 cm filter paper What man No. 1 soaked with 4 mL of compost extract and placed in a Petri dish,
Bertran et al., 2004. Moreover, the germination test was repeated with deionized water as a control,
and extract of commercial compost. The following equations were used to calculate the relative seed
germination, relative root growth, and germination index (GI), Zucconi et al., 1981 and Tiquia et
al., 1996.

No.of seeds germinated in compost extract

Relative Seed Germintation %= x100 1)

No.of seeds germinated incontrol extract

Mean root length in compost extract

Relative Root Growth %= x 100 @)

J Mean root length in control

. . Relative Seed Germintation x Relative Root Growth
Germintation Index (G1)%= oo x 100 3

Two plastic bottles one liter each were modified and used as digesters. The mouth of each
was supplied with an airtight rubber stopper and an outlet to permit gas collection in a suitable glass
bottle filled with 0.1 M of NaOH. Each digester was set up at several combinations of environmental
conditions that play the main role in the efficiency of the anaerobic digestion process and biogas
production. These conditions were temperature, starting pH and moisture content.

The temperature of the biodigesters was maintained at a constant value in a water bath (50°C),
thermostatically controlled as shown in Fig. 2.

Biogas formed was measured by “liquid displacement method”. The schematic diagram of the
experimental laboratory set up is shown in Fig.3.

Sampling proceeded until composting temperature was almost near ambient temperature and stand
still Gumaa, 2009. Laboratory analyses included measurements of moisture content and temperature
of the composted materials, which were recorded daily during the composting period. Composition of
food samples used in the study is presented in Table 2.

The biogas is a mixture of carbon dioxide, methane, hydrogen sulphide and nitrogen, Liang, et al,
2006. The amount of hydrogen sulphide is less than 1%, Kaparaju et al., 2008. The amount of
nitrogen is difficult to estimate although it can be measured with gas chromatography, (GC) Juanga
et al., 2005 and Bonn, 2008.

2.4 Laboratory Simulation

In order to study the influence of NaoAc addition on biogas production, two laboratory biodigesters
in series was investigated spontaneously. In digester b, NaoAc salt was added to the mixture;
digester a was conducted as a control treatment without NaoAc addition. The procedures held were
as followed: the raw material mixture;
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Composition of biogas was measured by taking a 50 ml of biogas sample in a large syringe and
pushing the biogas slowly (over 10 minutes) through a 0.5L glass bottle liquid displacement system
containing a strong solution of NaOH (4 g/l). As the biogas passes through this high pH solution, the
CO; of the biogas is converted to carbonate and absorbed into the liquid, only the methane passes
through the solution and an equivalent volume of alkaline solution is pushed out of the glass bottle
as shown in Fig. 3.

The volume of alkaline solution that pours out of the bottle divided by the volume of biogas injected
is equal to the fraction of methane in the biogas, Juanga et al., 2005; Bonn, 2008 and Gumaa,
2009.

3. RESULT AND DISSCUSSION
Results are based on parameters used to assess the anaerobic-aerobic mixed solid waste
conversion, NaoAc addition, and methane gas production.

3.1 Temperature Profiles

The temperature of the composting mixture in both runs rose soon after beginning the
experiment and reached 63 + 2°C within 20 to 25 days, corresponding to an average increase rate of
2°C/ day as shown in Fig. 4.

The temperature increased to the thermophylic level (above 50 °C) within 13, 7 days in Run A,
Run B respectively, indicating that the indigenous microorganisms could easily utilize the organic
materials in the amended food waste.

The thermophylic phase lasted more than 15days in Run A and 20 days in Run B, and then
the temperature slowly dropped to a normal level. The duration of the thermophylic phase in Run B
was relatively longer than that in Run A. The increase in temperature with time is consistent with
previous reports of, Benson et al., 2007.

The overall average ambient temperature during this research was 40+3°C, indicating that
exothermic reactions in the digester contributed considerable beneficial heating. For the batch
digester the system was located in a water bath adjusted at 50 °C. This relatively high temperature
would be expected to facilitate digestion. It also shows that the cell is capable of retaining heat that
is generated during decomposition to withstand sudden electric cutoff.

It is clearly shown that composting proceeded more rapidly in the laboratory plastic
biodigesters than in the large tank in both runs a and b due to the relatively optimal conditions i.e.,
under control and suitable surrounding environment. Temperature profiles for run a and run b are
shown in Fig. 5.

3.2 The Changes of pH

The changes of pH are shown in Fig. 6. The pH had its lowest value at day 4 in all runs.
The addition of NaoAc raised the pH value in Run A because NaoAc is an alkaline salt that forms a
buffer solution through combining with acetic acids present in the composting material. This
partially neutralized the acids and tended to maintain a relatively stable pH (5-5.8) level. However,
maximum pH levels in the reactor with the addition of NaoAc were around 9.1, while in the control
reactor was about 7.0.
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3.3 Moisture Content

The moisture content tended to decrease due to the combination of high temperature levels
and aeration during the thermophylic phase and was controlled by applying water (humidifying) the
compost mass. The initial moisture content 63.5 % of the wet weight was reduced in all experiments
to reach an average moisture content of 40+5% of the wet weight, remaining above the minimum
moisture content of 40% suggested by Liang et al., 2003 and Petric Petric et al., 2009 for optimal
composting conditions. After that, no significant changes in parameters have been observed.

3.4 Electric Conductivity

Fig. 7 shows the variation of electrical conductivity with time. The electrical conductivity
slightly increased on day 1. Since decomposable compounds were easily released in the solution,
the soluble ions in the water extract may increase slightly at the beginning of the composting
process. The electrical conductivity was in the range of 2 to 3 dS/m during composting.

The initial EC increase could be caused by the release of mineral salts such as phosphates
and ammonium ions through the decomposition of organic substances, Fang and Wong, 2000. As
the composting process progressed, the volatilization of ammonia and the precipitation of mineral
salts could be the possible reasons for the decrease of EC at the later phase of composting, Beck et
al., 2003.

4. EVOLUTION OF COMPOST CHARACTERISTICS
4.1 Organic Matter Loss

Dry matter losses mainly occurred during the first 13 days TMECC, 2002 but varied among
composting runs, with a mean loss of dry matter of 32 + 9% and a coefficient of variation of
15.6 %.

4.2 Compost Quality

The concentration of nitrogen was very low in the final compost suggesting that nitrogen
was lost during composting upon opening the digesters. Losses of nitrogen in this composting
process were governed mainly by volatilization of ammonia due to high pH (that is because of the
addition of NaoAc) and high temperatures values of the substrate. Agitation and aeration rate may
have also affected the rate of ammonia volatilization, Beck et al., 2003. However, as composting
was developing nitrates concentration presented a significant increase which can be explained by
the activity of autotrophic nitrobacteria which oxidize ammonium compounds into nitrates in the
presence of oxygen-rich environment, Benson, et al., 2007 and Chroni et al., 20009.

Nitrates reached 0.6 mg/l and 2.84 mg/l on the 40th day of the process, for Run A and B
respectively, which can be considered as an indicator of a high degree of compost stabilization.
Phosphorous as P,0s reached 3.1 and 4.5 mg/kg on the 40th day of the process, for Run A and B
respectively, which are higher than the recommended levels, while potassium as K,O reached 3.12+
0.03 mg/kg for both runs. Results of Run A were expressed in Table 3.

4.3 Heavy Metals

Metal concentrations were below the maximum permissible levels of organic farming
recommended by the Japanese Ministry of Agriculture. The maximum permissible levels for organic
farming in Japan are 2 mg/kg mercury, 5 mg/kg cadmium, 50 mg/kg arsenic, 600 mg/kg copper, and
1800 mg/kg zinc, Japanese Ministry of Environment, 2005. As may be concluded, the quality of
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the current compost meets the requirements of USDA and US. Composting Council, TMECC, 2002
as shown in Table 3.

4.4 Germination Test

Maturity of compost may be evaluated with the use of the cress seed germination bioassay,
which is sensitive to excessive salinity or the presence of phytotoxic simple organic acids or phenol
compounds, Chroni, et al. 2009 and Donovan, 2012. One of the most significant germination tests is
that reported by Zucconi et al., 1981 and Zucconi et al.1985, and many later tests were developed
from this.

The results of germination shows 86.5% relative seed germination and 98% root growth; the
calculated value of germination index (GI) is 84.8% which is better than the suggested value of 60%
for cress reported by Diaz Diaz et al., 2007. On the other hand, poor relative seed germination of
50.9%, root growth 16.4%, and GI 8.3% values were observed upon analyzing a commercial compost
extract.

Table 5 gives values for very mature, mature and immature composts TMECC, 2002, which
shows that the obtained compost can be classified as mature compost.

5. GAS PRODUCTION AND COMPOSITION

It was impossible to assess the impact of NaoAc addition on methane production in both runs
A and B in the large tank; therefore, two-laboratory biodigesters of two liters each were used
spontaneously as biodigesters (a and b). In digester b, NaoAc salt was added to the raw material
mixture; digester a was conducted as a control treatment without NaoAc addition. Experiments were
held in the Environmental Engineering Department laboratory in Baghdad University.

The largest fraction of gas probably had been lost from the compost by volatilization. The
total volume of methane produced was 68+1% of the total gas produced with the absence of NaoAc,
where the production reached 75+1%for the NaoAc-amended compost, indicating that the addition of
NaoAc had effectively increased the extent of methane gas production due to effective material
degradation.

Biogas production is very slow at both, the beginning and at the end period of observation.
This is predicted due to the biogas production rate in the digester is directly corresponded to the
specific growth rate of methanogenic bacteria in the biodigester, Nopharatana et al., 2007. After 27
days observation, biogas production tends to decrease due to the stationary phase of microbial
growth.

The rate of methane gas produced agreed with other results of researchers, Lo et al., 1984,
Nopharatana et al., 2007 and Kaparaju et al., 2008.

6. CONCLUSIONS

The characteristics of the wastes composted and the temperature profiles obtained indicate that
composting is a suitable technology to treat food wastes and to recycle them into stabilized and
sanitized soil amendment. The final compost produced in this study was satisfactory for its
agricultural application in terms of pH, electrical conductivity as a salt content index, germination
test and heavy metal contents.

The main findings were:
1. In-vessel composting can process large amounts of waste without taking much space or cost as

other solid waste management methods. In addition, it can accommodate virtually any type of
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organic waste (e.g., meat, animal manure, bio solids, food scraps). The length of the composting
process was 35 days in the vessel and two weeks of curing out of the vessel. The residuals after
composting were about 33% of the original weight for run A and slightly less for run B 30%, i.e.
the 66.6 kg turned to be 20.7 kg in the vessel B, indicating successful reduction. The bulk density
of the composting materials was 750 kg/m? at day 1, and kept on decreasing after each mixing
trial to reach 390 kg/m® of day 12. Almost equal for both runs.

2. The temperature of the composting mixture in both runs rose soon after beginning the experiment
and reached 63 + 2°C within 20 to 25 days, corresponding to an average increase rate of 2 °C/
day. The duration of the thermophylic phase in Run B of 20 days was slightly longer than that in
Run A of 15 days.

3. It was clearly shown that composting proceeded more rapidly in the laboratory plastic

biodigesters than in the large vessel due to the relatively optimal conditions i.e., under control and

suitable surrounding environment.

Final pH levels in reactors B was around 9.1, while the control reactor was about?.

Electrical conductivity slightly increased on day 1, as the composting process progressed, the

volatilization of ammonia and the precipitation of mineral salts caused EC reduction at the later

phase of composting. Overall, electrical conductivity was in the range of 2 to 3 dS/m for both
runs.

6. The initial moisture content (63.5 % of wet weight) was reduced in all experiments to reach an
average moisture content of 40+5 % of the wet weight.

o~

6.1 Compost Maturity

Compost maturity was evaluated using certain indices; the levels of indices were relatively
stable in the latter part of the composting period, and they remained constant.
1. Nitrates as ammonia reached 0.6 mg/l and 2.84 mg/l on the 40™ day of the process, for Run A
and B respectively, which can be considered as an indicator of a high degree of compost stabilization.
2. Phosphorous as P,Os was 3.1 and 4.5 mg/l on the 40" day of the process, for Run A and B
respectively, which are higher than the recommended levels. Potassium as K,O reached 3.12 + 0.03
mg/kg for both runs that is within the recommended level of the USA compost quality standard,
TMECC, 2002.
3. The metal concentrations in this study were below the maximum permissible levels for organic
farming recommended by the Japanese Ministry of Agriculture, Japanese Ministry of
Environment, 2005 and the recommended levels of the USDA and US Composting Council
standards, TMECC, 2002.

6.2 Gas Production and Composition
In all cases, a peak in gas emissions was observed in coincidence with the thermophylic stage.
In fact, gas emissions may be proposed as an indicator of the biological activity of composting
materials, Liang, et al., 2006. Results showed:
1. Biogas production is very slow at the beginning and at the end period of observation.
2. The total volume of methane produced was 75+1% of the total gas produced in run a and 68+1%
of the total gas produced in run b, indicating that the addition of NaoAc had effectively increased
the extent of methane gas production due to effective material degradation.
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6.3 Germination Test

The results showed that relative seed germination = 86.5%, relative root growth =98%, and
GI=84.8%. The obtained compost can be classified as mature compost, TMECC, 2002. This
stabilized compost can be finally considered very satisfactory for agricultural use.
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Table 1. Raw material for the Table 2. Raw materials for batch
compositing processes in the vessel. diaesters lab-size.
Item (kg) Run A Run B Item (g) Run a Runb
Potato 8.46 8.46 Potato 74.1 74.1
Carrot 13.06 13.06 Carrot 114.3 114.3
Meat 2.34 2.34 Beef 20.4 20.4
Soybean 13.06 13.06 Soybean 114.3 114.3
Steamed rice 13.34 13.34 Steamed rice 116.7 116.7
Soil 13.34 13.34 Soil 116.7 116.7
Leaves 3.06 3.06 Leaves 26.8 26.8
Water 4.66 4.66 Water 41 41
NaoAc 0 0.60 NaoAc 0 5.83
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Table 3 Characteristics of run A
compost and compost aualitv.

Organic Solid Waste in Vessel Composting System

Table 4. Outcomes of germination.

Heavy metal | RunA | TMECC parameter | Compost | Commercia
(mg/kg, dry |compost| 2002 Max. extract of | | compost
weight ) in-vessel extract
Pb 110 150 lab-scale
n |- 1400 reactor
Cu 28 750 Total seeds 75 75
Ni 35 210 Germinated 45 33
Cd 0.54 2 seeds
Moisture 40.2% |30-60 % Mean root 0.98 0.85
content length (cm)
Electrical 2.75 4.7 %Relative 86.5 50.9
conductivity seed
(EC) dS/m germination
Available 1.1N 16N %Relative root 98 16.4
nutrients 3.1 2.57 P,Os growth
(NPK)mg/kg | P20s 8 K;0 %Germination 84.8 8.3
3.12 index
K,0
C/IN 20/ 25 |20/30
Table 5. Compost maturity Indices TMECC, 2002.
Method Units Rating
Very Mature Mature | Immature

NH4- : NO3-N Ratio <05 05-30 |>3

Total NH3-N ppm, dry basis | <75 75-500 | >500

%Seed Germination > 90 80-90 (<80

Plant Trials % of control > 90 80-90 |<80
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ABSTRACT

The removal of cadmium ions from simulated groundwater by zeolite permeable reactive
barrier was investigated. Batch tests have been performed to characterize the equilibrium
sorption properties of the zeolite in cadmium-containing aqueous solutions. Many operating
parameters such as contact time, initial pH of solution, initial concentration, resin dosage and
agitation speed were investigated. The best values of these parameters that will achieved removal
efficiency of cadmium (=99.5%) were 60 min, 6.5, 50 mg/L, 0.25 g/100 ml and 270 rpm
respectively. A 1D explicit finite difference model has been developed to describe pollutant
transport within a groundwater taking the pollutant sorption on the permeable reactive barrier
(PRB), which is performed by Langmuir equation, into account. Computer program written in
MATLAB R2009b successfully predicted meaningful values for Cd*® concentration profiles.
Numerical results show that the PRB starts to saturate after a period of time (~120 h) due to
reduce of the retardation factor, indicating a decrease in percentage of zeolite functionality.
However, a reasonable agreement between model predictions and experimental results of the
total concentration distribution of Cd*" species across the soil bed in the presence of zeolite
permeable reactive barrier was recognized.

Keywords: cadmium removal, sorption process, zeolite, permeable barrier, groundwater
remediation.
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1. INTRODUCTION

The presence of toxic pollutants in groundwater brings about significant changes in the
properties of water resources and has to be avoided in order to preserve the environmental
quality. Heavy metals are among the most dangerous inorganic water pollutants, they can be
related to many anthropogenic sources and their compounds are extremely toxic. Many heavy
metals, such as mercury, chromium and cadmium, accumulate in the aquatic food web reaching
human beings through the food chain, and causing several pathologies. The presence of heavy
metals in groundwater is due to water exchange with contaminated rivers and lakes or to
leaching from contaminated soils by rainfall infiltration.

Groundwater remediation techniques such as pump and treat are widely used but have proven
that they are difficult, costly and ineffective most of the time in removing enough contamination
to restore the groundwater to drinking water standards in acceptable time frames. The primary
reason for the failure of pump and treat is the inability to extract contaminants from the
subsurface due to hydro-geologic factors and trapped residual contaminant mass. Hence, the
removal of these contaminants from groundwater is a major challenge for environmental
engineering. One of the most promising technologies is the in-situ treatment of groundwater
contaminants by means of permeable reactive or adsorbing barriers (PRBs), Di Natale, et al.,
2008.

The main advantage of a reactive barrier is the passive nature of the treatment: the
contaminated groundwater moves under natural hydraulic gradient through the permeable
reactive zone where the pollutant is degraded or immobilized. The use of reactive materials
whose hydraulic conductivity is higher than that of the surrounding soils ensures that
groundwater spontaneously flows through the barrier without any external energy input. This
method is found to be more cost-effective than pump and treat and has been a demonstrated
potential to diminish the spread of contaminants which have proven difficult and expensive to
manage with other cleanup methods, Puls, et al., 1998.

Accordingly, PRBs are installed in the aquifer across the flow path of a contaminant plume.
As the contaminated groundwater moves through these barriers due to the natural gradient, the
contaminants are removed by physical, chemical and/or biological processes. Depending on what
processes take place, the reactive barrier material can remain permanently in the subsurface, or
replaceable units can be provided. As the reactions that occur in such systems are affected by
many parameters, successful application of this technology requires a sufficient of contaminants
characterization, Stengele, and Kohler, 2001.

2. THEORY

A general differential equation, describing the transport of a dissolved constituent, subject to
physical and chemical transport processes. The mass conservation equation for control volume
shown in Fig. 1 may be expressed as:

(Rate of mass input) - (rate of mass output) + (rate of mass production or consumption) = rate of
mass accumulation Q)
This equation can be written mathematically as:

oy , 9z _ 8(ned

Tr= @)

aj
— ==+ +
dx av dz at

where J is the mass flux of solute per unit cross-sectional area transported in the direction
indicated by the subscript X, y, or z; r is the rate of mass production/consumption given by the
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kinetic model of reaction, n is the porosity of the medium, and c is the solute concentration
expressed as mass of solute per unit volume of solution.

The two mass transport processes of advection and dispersion govern J in Eq. (2). The
transport of dissolved contaminants follows that of water via advection and is therefore related to
the velocity of water flow. The direction of hydraulic gradients dictates to a large extent the
direction of dissolved contaminant transport. If advection is the only mechanism of transport, the
pore velocity (Darcy velocity divided by porosity) is an indicator of the transport of dissolved
contaminants. In reality, however, there are other mechanisms incorporating with advection. The
saturated soil possesses concentration gradients in addition to hydraulic gradients because of the
localized presence of the dissolved chemical. These concentration gradients provide an
additional mechanism of transport namely, diffusion. The effect of diffusion is represented by
spread out of contaminant in all directions in response to concentration gradients. The relative
contributions of advection and diffusion are therefore dependent on the magnitudes of velocity
and the concentration gradients. The diffusion of chemicals in soils is typically grouped with
another important transport mechanism known as mechanical dispersion. The mechanical
dispersion is the effect of advective velocities which, when sufficiently high, cause a mixing of
the chemical in the porous medium. Accordingly, the mass flux (J) due to advection and
dispersion in the x direction may be expressed as, Reddi, and Inyang, 2000:

de
JFEE'I?ECE‘EID?‘! - IrG.’TT’C & Jrl'ifi‘?ﬂﬂ?"i'fﬂ” = _ﬂDIE (3)

where V is pore velocity in the x direction. The Dy includes the two components of molecular
diffusion and mechanical dispersion. Summing up the contributions from advection and
dispersion, the mass fluxes are substituted into the Eq. (2) and the resultant will be:

_ [;_x(lgnc —nD, Z—;)] — [E%_ (V}nc — nD}_Z—;)] — [%(I{gnc — HDE‘%)] +r= 5'::3' 4)

By assuming that the velocities are steady and uniform, the dispersion coefficients do not vary
in space, and the porosity of the medium is constant in time and space; one dimensional mass
transport of solute in the saturated zone of the soil which well-known advection-dispersion
equation (ADE) can be established as follows:

__de

pEE-vieI=% ®

The exact form of the ADE depends on the mass transfer processes accounted for in the term
r. One of the dominant mass transfer mechanisms occurring during mass transport is sorption
which represents the fundamental mechanism for the operation of the reactive permeable
barriers. Incorporating sorption can be achieved by using Linear, Langmuir, or Freundlich
isotherm. However, the simplest way for incorporation is the linear sorption isotherm as below:

S = Kye (6)
where S is the quantity of mass sorbed on the surface of solids and Ky is the distribution

coefficient. The rate expression r is equal to the product of time derivative of S and dry mass
density, pp. Thus,
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Substituting Eq. (7) in the Eq. (5) and rearrangement of terms yields:

p, Iy - pi (8)

where R (=1+ppKq /n) is known as the retardation factor since it has the effect of retarding the
transport of adsorbed species relative to the advection front.

3. BOUNDARY VALUE PROBLEM
3.1 Governing Equations

The 1D model consists of the source area (where the aqueous-phase source is assumed to be
perfectly mixed and the concentration, cs, is assumed to be uniform) and two homogenous
porous transport domains; the receiving aquifer and the permeable reactive barrier as shown in
Fig. 2. Because the reactive barrier is permeable, flow velocity (Vg) in the barrier is evaluated as
follows:

Vyn, = Veng 9)
where np is the porosity of the aquifer; ng is the porosity of the barrier; and Va is the flow
velocity in the aquifer. Eq. (8) can be re-written to describe the contaminant, i.e. Cd?*, transport

inside the barrier as follows:

3* Crap dlcgm _ 8Ccam
D.E'H azt ~ ¥B= az - R.E‘ ar (10)

where ccgg is the cadmium concentration in the permeable reactive barrier for La <z < La+Lg;
Dg; is the reactive barrier molecular dispersion coefficient in the direction of flow and Rg is the
retardation factor in the barrier. In the same manner, solute transport in the aquifer can be written
as:

8% Craa BCcga 8Ccga
D 2V, —== =R, —&=
Az ag? A=z az A ar (11)

where Ccga is the cadmium concentration in the aquifer for 0 <z < La and LatLg <z < L; Da;
is the hydrodynamic dispersion coefficient and Ra is the retardation factor in the aquifer.
However, the value of Rx is assumed equal to 1 in the present study. Also, continuity is assumed
at the reactive barrier- aquifer interface.

3.2 Initial and Boundary Conditions

The mathematical model consists of the three governing differential equations describing
cadmium transport in the aquifer upstream of the barrier, in the barrier, and in the aquifer
downstream of the barrier Egs. (10) and (11). Each equation in each domain must have one
initial and two boundary conditions to generate the required solution describing the contaminant
distribution as function of distance and time. The initial conditions:

Ccda (2,0)=0 for0<z <La and LatLg <z<L (12a)
Cca (2,0) =0 La<z<Latls (12b)
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Also, two boundary conditions and four intermediate conditions at the interface between the
barrier and the aquifer are selected to complete the solution process as follows:

Ccaa(0,1)=Cs (13a)
Cia

2z 0 @ (LY (13b)
Ccaa(Lat)=Ccas(LAast) (13c)
Ccda(Latls,t)=Ccas(LatLag,t) (13d)

depg depg

—Dg.ng ;:B T Va:zMgCcap = —DazMa ac:q + VazMaCcaa @ (La, 1) (13e)
—Dyiy 2 + VyngCy = —Dyny 25+ Vyn, C, @ (La+Lsg, 1) (13f)

where La is the distance from source of contaminant to the reactive barrier and Lg is the
thickness of the reactive barrier.

An explicit method among finite difference methods was applied to the PDE describing the
transport of contaminant through saturated zone of the soil. Eq. (10) was formulated with the
following producer: for time, forward difference was used; for space, backward difference was
used for simple partial difference; and center difference was used for quadratic partial difference:

n _ n n
I:.|5'1+1 = B _|_ E [:D :] Cfdﬂi—: chdﬁi +Cfd3[+: _
CdE; CdE; RB Bz (ﬂz]z

(22) (v (om0 (14

Rg Az

This equation can be re-written as a following simple form:

n+l _ n n n
Ccas; = €iCcas;_, T @iChcas; T b; CraB;,, (15)

D.E'z(ﬁtj V.E'E (ﬂ't]
Ry (827 | Ry(A2)

€; =

DEZ (ﬂ"tj L!Bz (ﬂ"tj
ﬂ'i == 1 - =
L Rp(Az)?  Ry(Az)
-I.'} _ -Dﬂz(ﬂ't]
“ Rp(Az2)?

where e a, and b; are the coefficients associated with ¢z, ,ca &cgs  , respectively. The
superscript n+1 and n are the next and present time step, respectively; At="""-t" is the time step

size, and i, i+1, i-1 are the grid identification Fig. 3.

Similar to Eq. (10), the migration of Cd** through the aquifer domain described by Eq. (11) can
be formulated in the same procedure. The formulation of discretized algebraic equations was
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followed by development of computer program for its implementation. This program was written
in MATLAB R2009b.

4. EXPERIMENTAL METHODOLOGY
4.1 Materials

Naturally Iragi soil was used as porous medium in the experiments conducted in the present
study. Table 1 summaries the composition and properties of this soil. It was cleaning and well-
sorted which needed to an additional sieving to achieve satisfactory uniformity. The proper
characterization and preparation of the soil was important in order to ensure high accuracy in the
experimental procedure.

A commercially zeolite pellets with diameter (35.96 mm) manufactured by (Dwax company
for synthetic zeolite) were used as reactive materials. The resins were washed with 1M of NaOH
and 1M of HCI in order to remove possible organic impurities, and then they washed with
distilled water to remove all excess and basic. Finally the resins were dried for 24 hours. Table 2
shows the composition and reported physico-chemical properties of the zeolite used in the
present study.

Cadmium was selected as a representative of heavy metal contaminants. To simulate the
water's cadmium contamination, a solution of Cd(NOs),.2H,0O (manufactured by E. MERCK,
Denmark) was prepared and added to the specimen to obtain representative concentration.

4.2 Batch Experiments

Batch equilibrium tests are carried out to specify the best conditions of contact time, pH,
initial concentration, resin dosage and agitation speed. This means that these tests are suited to
identify the activity of the reactive material and the sorption isotherm. Series of 250 ml flasks are
employed. Each flask is filled with 100 ml of cadmium solution which has initial concentration
of 50 mg/l. About 0.25 g of adsorbent was added into different flasks. The solution in the each
flask was kept stirred in the high-speed orbital shaker at 270 rpm for 3 hours. A fixed volume
(20ml) of the solution was withdrawn from each flask. This withdrawn solution was filtered to
separate the adsorbent and a fixed volume (10 ml) of the clear solution was pipetted out for the
determination of the amount of unsorbed metal ion still present in solution. The measurements
were carried out using atomic absorption spectrophotometer (AAS). These measurements were
repeated for two times and average value has been taken. However, the adsorbed concentration
of metal ion on the resin was obtained by a mass balance.

Kinetic studies were investigated with different values of pH (2, 4, 6.5, and 8), different
values of initial concentration of Cd®* (50, 100, 150, 200 and 250 mg/l), five amounts of
adsorbent dosage (0.15, 0.25, 0.5, 1 and 2 g) and finally two values of shaking speed (200 and
270 rpm).

4.3 Column Test Setup

Fig. 4 shows the schematic diagram of the reactor setup used in the present study. This setup
is constructed of Perspex cylinder having height and diameter equal to 70 and 5 cm, respectively;
the column is equipped with seven sampling ports at the distance of 10 (port 1), 20 (port 2), 30
(port 3), 40 (port 4), 50 (port 5), 60 (port 6), 65 cm (port 7) from the bottom. These ports along
the length of the column should be constructed of stainless steel fittings which blocked with
Viton stoppers. Sampling was carried out at specified periods from sampling ports using needle
to be inserted into the center axis of the column.

At the beginning of each test, the column was packed with 45 cm depth of soil specimen
measured from the bottom of this column. Then, zeolite with depth of 5 cm was placed at the top
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surface of the packed soil. Again, 15 cm of the soil was added above the layer of the zeolite. The
column was then filled with distilled water that was fed slowly into the bottom of the column and
forced upward through the medium. The up flow column test was performed at constant
temperature, 25+1 °C.

The contaminated solution with Cd?*, which simulated the contaminated groundwater, was
introduced into the column from certain reservoir. The flow from this reservoir, which is placed
at the elevation higher than the level of column outlet, was controlled by valve 1, flow meter and
valve 2. The elevation of water in the reservoir was changed to form the required hydraulic
gradient across the specimen and, consequently, this was determining a flow rate within the
column. However, three values of flow rate (5, 10, and 15 ml/min) are selected here with
corresponding velocities equal to (3.978, 7.958, and 11.937 m/day) respectively. About 11-15 |
of artificial contaminated water was flushed the column for each experiment.

Monitoring of Cd®* concentration along the length of the column in the effluent from
sampling ports was conducted for a period of 15 hrs. Water samples were taken regularly (after
5, 10, and 15 hours) from these ports. For sampling the ports, three needles were connected to
the three ends of Viton stoppers covered port 2, port 4, and port 6 in each test. However, these
selected sampling locations may be changed periodically to comprise the ports (1, 3, and 5)
during the same test. In addition to specify three locations only for sampling, the column
effluent line was closed and a small amount of water (1-1.5 ml) was withdrawn from these ports.
In this way, the samples were taken at the flow rate of the column and this minimized disruption
of flow within the column. The samples were immediately introduced in poly-ethylene vials and
analyzed by AAS.

The filling material in the column was assumed to be homogeneous and incompressible, and
constant over time for water-filled porosity. The volumetric water discharge through the column
cross section was constant over time and set as the experimental values. The pollutant inlet
concentration was set constant. All tubing and fitting for the influent and effluent lines should be
composed of an inert material. Information from the column study can be used along with the
site characterization and modeling to help in designs the field-scale PRB.

4.4 Hydraulic Parameters Determination
The porosity, n, of column was estimated from the weight of the sand soil, M, and the volume
of the column, V, according to the following formula:

n=1-2 &  p =Y (16)

Fg

where py, is the bulk density of the soil column and ps is its mass density.

A tracer experiment was performed to determine the effective dispersion coefficient for the
system. A sand soil was packed into the column in a dry condition for a depth of 45 cm. The
column was then filled with distilled water that was fed slowly into the bottom of the column and
forced upward through the medium, pushing the air in front of it. As a result of this procedure,
no difficulties with entrapped air were encountered. A solution of 1 g/l NaCl in distilled water as
a tracer was continuously fed into the column, at a rate of 0.3 I/hr. Electrical conductivity was
measured with time, as a representative of concentration, by using conductivity meter at port 7
(zo=65 cm). In this case, the value of D, is given by the following formula, Ujfaludi, 1986.

D, = z [':Hn_an.:s:' _ ':5'|:|_':"rfc-.s;.ax:']2 (17)
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where D is the longitudinal dispersion coefficient, V is the mean pore velocity of seepage
(volume rate of flow per unit cross sectional area of voids), to1s and to g4 are the arrival times of
c/c, = 0.16 and 0.84 relative concentration values, respectively.

In order to establish the relationship between the D, and V, the experiment described above
was repeated with another two values of flow rate. These values were 0.6 and 0.9 I/hr. However,
the same procedure can be adopted to develop the same relationship between the D, and V when
the porous medium will be a zeolite.

5. RESULTS AND DISCUSSION
5.1 Batch Experiments
5.1.1 Equilibrium time

Fig. 5 shows the effect of contact time on cadmium exchange using 0.25 g of zeolite added to
100 ml of metal solution for batch tests at 25+1°C. Equilibrium for the purposes of this study was
taken as having been reached when the cadmium removal efficiency values plateau. This
occurred at a reaction time of approximately 1 h. This value can be subsequently used for all
batch tests.

It is clear from figure mentioned above that the percentage of metal ion sorbed (i.e.,
adsorption rate) was very fast initially and it's increased with increasing of contact time until
reached the equilibrium time. This may be a result to decrease mass transfer coefficient of the
diffusion controlled reaction between resins and metal ions, Zaiter, 2006. Also this may be due
to the presence of large number of resin sites available for the adsorption of metal ions. As the
remaining vacant surfaces decreasing, the adsorption rate slowed down due to formation of
replusive forces between the metals on the solid surfaces and in the liquid phase, El-Sayed, et
al., 2010. However, further increase in contact time had no significant effect on cadmium
removal. The maximum removal efficiency of cadmium using zeolite achieved in the present
study was 99.8%.

5.1.2 Initial pH of the solution

Fig. 6 shows that the sorption behavior of metal ions is more sensitive to pH changes. A
general increase in cadmium sorption with increasing pH of the solution has been observed up to
pH equal to 6.5. There are no hydroxo complexes in the solution at pH less than 6.5; only
dissociated aqua-ion-forming Cd(ll) ions are present. Accordingly, the increase in the metal
removal as the pH increases (i.e., as the solution becomes more basic) can be explained on the
basis of a decrease in competition between proton and metal species for the surface sites, and by
the decrease in positive surface charge, which results in a lower columbic repulsion of the
sorbing metal. However, further increase in pH values would cause a decreasing in removal
efficiency. This may be attributed to the formation of negative cadmium hydroxides Cd(OH),"
which are precipitated from the solution making true sorption studies impossible. In addition, at
low pH values an excess of protons can compete effectively with the Cd(I1) ions for binding sites
on zeolite surface.

5.1.3 Initial cadmium concentration

To study the effect of initial concentration of cadmium on the removal efficiency, the
operating conditions were set as follows: volumes of solutions used were 100 ml, concentration
of cadmium ranging between 50 and 250 mg/l, were shaken with 0.25 g/100 ml of zeolite for 1 h
with initial pH of the solution is 6.5.

Fig.7 illustrates the removal of Cd** ions by zeolite as a function of initial metal ion
concentration. The results show that there was a higher removal of the metal in the first values of
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initial concentration. This removal was decrease with increasing of initial concentration up to
200 mg/l and beyond this value, there is not a significant change at the amount of adsorbed metal
ions. This plateau represents saturation of the active sites available on the zeolite samples for
interaction with metal ions. It can be concluded that the amount of metal ions adsorbed into unit
mass of the zeolite at equilibrium (the adsorption capacity) rapidly decreases at the low initial
metal ions concentration and then it begins to a slight decrease with increasing metal
concentration in aqueous solutions in the length between 200 and 250 mg/l. These results
indicate that energetically less favorable sites become involved with increasing metal
concentrations in the aqueous solution, Buasri, et al., 2008.

5.1.4 Resin dose

The dependence of Cd(ll) sorption on adsorbent dosage was studied by varying the amount of
zeolite from 0.15 to 2 g added to 100 ml of metal solution for batch tests at 25+1°C, while
keeping other parameters as follows; ¢,=50 mg/l, pH=6.5, shaking speed=270 rpm and contact
time=1 hour. Fig. 8 presents the Cd(Il) removal efficiency as a function of different amounts of
zeolite. It can be observed that removal efficiency of the zeolite improved with increasing
adsorbent dosage from 0.15 g to 0.25 g for a fixed initial metal concentration. This was expected
due to the fact that the higher dose of adsorbents in the solution, the greater availability of
exchangeable sites. This also suggests that after a certain dose of adsorbent (0.25 g), the
maximum adsorption sets in and hence the amount of Cd(ll) bound to the adsorbent and the
amount of Cd(Il) in solution remains constant even with further addition of the dose of
adsorbent.

5.1.5 Agitation speed

Fig. 9 shows that about 77% of the cadmium ions were removed at shaking speed equal to
200 rpm when the contact time at equilibrium and that Cd removal increases with the increase in
shaking speed. There was gradual increase in metal ions removal when agitation speed was
increased from 200 to 270 rpm at which about 99.5% of Cd ions have been removed at
equilibrium time. These results can be associated to the fact that the increase in the agitation
speed improves the diffusion of metal ions towards the surface of the adsorbent. Thus, proper
contact is developed between metal ions in solution and the binding sites, which promotes
effective transfer of sorbate ions to the sorbent sites. Fig. 9 also shows that optimum equilibrium
was reached at the agitation speed of 270 rpm. Therefore, higher uptake of metal ions could be
possible at this speed of agitation as it will assure that all the sites are made readily available for
metal ions uptake. However, greater availability of functional groups on the surface of adsorbent,
which is required for interaction adsorbent and Cd(ll), significantly improved the binding
capacity and the process proceeded rapidly. This result is important, as the agitation speed and,
consequently, the equilibrium time is one of the important parameters for an economical
contaminated water treatment system.

5.2 Sorption Isotherms

The Batch Equilibrium Technique (BET) is often used to determine the adsorption
characteristics of various materials such as zeolite by plotting their adsorption isotherms. From
the experimental results in Table 3, the amount of cadmium removed from the solution per gram
of zeolite sample (mg/g) can be calculated as follows:
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q. = (¢, — CQ)E (18)

The adsorption isotherms were produced by plotting the amount of heavy metal removed
(adsorbed) from the heavy metal solution (ge in mg/g) against the equilibrium concentration of
heavy metal in the solution (ce in mg/l) at constant temperature. The present data in Table 4 are
fitted with linearized form of Langmuir model and the empirical coefficients a and b may be
obtained by plotting ce/ge as a function of ¢, Fig. 10. Also the same data are fitted with linearized
form of Freundlich model and the values of K¢ and n were determined from the slope and
intercept of the linear plot of In g versus In c. Fig. 11.

This means that the values of empirical constant (a) and the saturation coefficient (b) are
49.5mg/g and 0.29 I/mg respectively. The value of (a) is represented the amount of adsorbate
adsorbed to form a monolayer coverage on the solid particles which related to the retention
capacity of the adsorbent. On the other hand, the value of (b) is represented the Langmuir
adsorption equilibrium constant. It is related to the binding energy between the adsorbent and the
adsorbate. Hence, The Langmuir isotherm equation will be;

__ 14.355C,
g 1+0.29¢C, (19)

Also, the values of Freundlich sorption coefficient (Kg) and an empirical constant (1/n) are
26.168 mg/g and 0.13349 respectively. Hence, the Freundlich isotherm equation will be;

q, = 26.168¢)133% (20)

The relationship between the adsorbed and the aqueous concentrations at equilibrium has
been described by Langmuir and Freundlich isotherms models Egs. (19) and (20). The
comparison of the experimental values with the values of g. obtained by these models is shown
in Fig. 12. As seen from this figure, the fitness between the experimental values and the
predicted values using these models were generally very good for all two parameter isotherm
models. However, it is clear that the Langmuir isotherm model provided the best correlation
(coefficient of determination (R®) = 0.9887) in compared with Freundlich isotherm model (R? =
0.9033) for cadmium adsorption on the zeolite. Accordingly, the Langmuir isotherm model was
used to describe the sorption of solute on solid in the partial differential equation governed the
transport of a solute undergoing equilibrium sorption through permeable reactive barrier in the
continuous mode.

The essential feature of the equation can be expressed in terms of dimensionless separation
factor, Sy, defined as:

§,=— (21)

f 14sc,

The value of S indicates the shape of the isotherm to be unfavorable for S >1, linear for S¢ =1,
favorable for 0< S; <1, or irreversible for S =0, Bulut, et al., 2008; Hadjmohammadi, et al.,
2011and Plamondon, et al., 2011. The variation of S¢ with the initial cadmium concentration of
the solution is shown in Fig. 13.

5.3 Longitudinal Dispersion Coefficient

Results of the experimental runs concerned the measurement of longitudinal dispersion
coefficient (D) of soil and zeolite are summarized in Table 4. Measured values of D, versus
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mean pore velocity (V) obtained with soil particles are shown in Fig. 14. While Fig. 15 shows
the relationship between D, and V for zeolite particles. It is clear that the curves inclined with the
horizontal axis. This suggests a linear relationship between the values of D, and V for sand soil
and zeolite as follows:

Forsoil, D, =9.96678V + 0.395667 R°=0.993 (22)
For zeolite, D, = 17.0019 V + 0.0033 R?=0.9393 (23)

Egs. (21) and (22) are taken the general form of longitudinal hydrodynamic dispersion
coefficient as follows:

D, =a,V+1D, (24)

where ¢ is the longitudinal dispersivity (cm), z is the tortuosity and D, is the molecular diffusion
coefficient (cm?/s). For high velocities the first part dominates, which is the common situation in
groundwater, although flow in aquifers is still rather slow compared to fluxes in other
hydrological compartments. The proportionality factor between dispersion and velocity along a
flow path line is given by the parameter o,, which has the physical dimension of [length]. One
may also use the term dispersion length or longitudinal dispersivity. The subscript ‘L’ refers to
longitudinal, as it is valid only in the direction of the flow. Tortuosity is a measure of the effect
of the shape of the flow path followed by water molecules in a porous medium. It is calculated
depended on the porosity of the medium (n) as follows:

= ,n:'.“.—:l (25)

Archie (1942) reports values of m; 1.8-2 for consolidated sandstones, 1.3 for unconsolidated
sand in a laboratory experiment, and 1.3-2 for partly consolidated sand. For theoretical or
conceptual work the value m = 2 is considered, which may be justified if there is no further
information as cited by, Holzbecher, 2007. The longitudinal dispersivity and the molecular
diffusion coefficient can be calculated for sand soil and zeolite ,Table 5.

5.4 Cadmium Transport and Adsorption Equations
The equation describes the transport of cadmium through reactive permeable barrier
undergoing equilibrium sorption Eq. (10) can be re-written as:

8% Cgp 8Ccgp _ 9Ccap , Pp 94e
D . — —Thds — ZTods Fo’“1g
Bz gzt Bz az Bt ng 8t (26)

where ¢ and g are the solute concentrations in aqueous and on solid phases, t is the travel time,
D is the hydrodynamic dispersion coefficient, V is the mean pore velocity, and z is the travel
distance. The sorption of solute on solid is governed by Langmuir sorption isotherm.
Combination of these two equations can be explained as:

. [abl.’.'m-_g }

8% Crg BCrg AC4 Py a+blogp
D E'"n.B —V CdE cdB Ph Cl 27
Bz ag2 Bz ag Bt + ng Bt (27)

This equation can be simplified as:
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The effect of sorption is to retard the flow of this contaminant. The retardation factor for the
Langmuir sorption isotherm, Ry, is expressed in EQ.(29), where py is the bulk density of the
adsorbent (g/cm®), ng is the porosity of the barrier (=0.34), b (=K. =0.29) the Langmuir
adsorption constant related to the binding energy (I/mg) and a (=Qmax=49.5) is the maximum
amount of solute absorbed by the solid during the batch test (mg/g). Retardation is linked to the
adsorption constant; a high value of R_ will give a long retardation and an efficient barrier
design. The retardation factor is often calculated to compare the relative migration in
contaminant transport and PRB design:

R, =1+2 (22 ) (29)

ng \(1+bC451°
The results in Table 6 showed that retardation reduced with the increase in initial metal
concentration, which is often found for other pollutants and adsorbents. A similar trend was
found in field tests when studying lithium in a heterogeneous aquifer, Plamondon, et al., 2011.

5.5 Model Verification

Parameters and constants related to the sand soil and zeolite adopted for verification of model
were evaluated, either through laboratory tests or through approximation using literature data
Table 7. Porosity and bulk density were experimentally determined. The tortuosity factor (z) for
sand soil modeled was not determined experimentally, but a value of 0.51 for soil and 0.34 for
zeolite were used in this study.

Fig. 16 reports the concentration lines of cadmium in the aquifer at different values of
contaminated groundwater flow rate after the time interval equal to 0.5 hr. without using PRB. It
is clear from this figure that the propagation of contaminated plume is very fast and the time
required for reaching the concentration of cadmium in the outlet of column to the constant
concentration applied to the lower boundary (i.e., 50 mg/l) is not exceeded 1 h. Also, it seems
that the increased value of flow rate will increase the velocity of flow for same cross sectional
area of soil specimen and, consequently, this will increase the velocity of cadmium plume
propagation. The concentration of the contaminated plume reaching the outlet may attain
concentration levels higher than 20 mg/l and largely above the 0.005 mg/l quality limit
prescribed for surface waters or drinking water, Di Natale, et al., 2008.

After the introduction of the PAB Fig. 17, the contaminant plume is hindered by the zeolite
and the cadmium concentration level reaching the outlet is around zero after 24 hour for different
values of contaminated groundwater flow rate (i.e., 5, 10 and 15 cm*/min). It is clear from this
figure in comparison with Fig. 16 the important role of zeolite barrier in restriction the
propagation of contaminant plume. However, the barrier starts to saturate with increasing the
travel time as shown in the Fig. 18. This means that the cadmium retardation factor was reduced,
indicating a decrease in percentage of zeolite functionality for cadmium retardation. This
explains the increase of effluent concentration of cadmium from RPB with increased the travel
time.

Many values of zeolite depths such as 10 and 15 cm are applied using numerical model
developed here. For column configuration adopted in the present study, the results proved that
the depth of zeolite not have any significant effect on distribution of contaminant concentration
through the barrier for a given value of flow rate. This means that the equilibrium state was
achieved during short period in spite of the optimum contact time calculated from batch tests was
60 min. Accordingly, the zeolite depth applied in the continuous tests was 5 cm.
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Comparisons between the predicted and experimental results for cadmium concentration
during the migration of the contaminant plume for simulated problem adopted here at different
time intervals for specified flow rate are depicted in Fig. 19. A reasonable agreement between
these results can be observed. These concentrations seem to be almost identical however they are
slightly different. The highest percentage of difference encountered between the predicted and
experimental concentrations was not exceeded +20%. However, any variation between the model
predictions and experimental results could be attributed to the many causes such as neglecting
the salts (such as calcite or carbonate...etc.) adsorption and their adsorption competition with the
cadmium over the solid surface (soil and zeolite). The retardation factor of the contaminant on
the soil particles assumed equal to 1, i.e. there is no adsorption, in the present study. Also, the
competition between the dissolved salts in the groundwater from soil and cadmium are not
considered in the present mathematical modeling.

6. CONCLUSIONS

1) The interactions between cadmium ions and zeolite have been investigated. The batch
results indicated that several factors such as adsorption or equilibrium time, initial pH of the
solution, initial metal ion concentration, resin dose and agitation speed affect the adsorption
process. However, the optimum values of these factors will achieve the maximum removal
efficiency of Cd*? were 1 hr., 6.5, 50 mg/I, 0.25 g/100 ml, and 270 rpm respectively.

2) The adsorbed amount of cadmium ions can be:

e Increased with increasing pH of the solution up to pH equal to 6.5. However, further
increase in pH values would cause a decreasing in removal efficiency. This may be
attributed to the formation of negative cadmium hydroxides Cd(OH),” which are
precipitated from the solution making true sorption studies impossible.

e Decreased with increasing of initial concentration up to 200 mg/l and beyond this value,
there is not a significant change at the amount of adsorbed metal ions. This plateau
represents saturation of the active sites available on the zeolite samples for interaction
with metal ions.

¢ Increased with increasing adsorbent dosage from 0.15 g to 0.25 g for a fixed initial metal
concentration. This was expected due to the fact that the higher dose of adsorbents in the
solution, the greater availability of exchangeable sites.

e Increased with increasing agitation speed from 200 to 270 rpm at which about 99.5% of
Cd ions have been removed at equilibrium time. These results can be associated to the
fact that the increase in the agitation speed improves the diffusion of metal ions towards
the surface of the adsorbent. Thus, proper contact is developed between metal ions in
solution and the binding sites, which promotes effective transfer of sorbate ions to the
sorbent sites.

3) The experimental equilibrium data obtained were applied to the Langmuir and Freundlich
isotherm equations to test the fitness of these equations. The experimental data for cadmium
sorption on the zeolite were correlated reasonably well by the Langmuir adsorption isotherm
with coefficient of determination (R?) equal to 0.9887 in compared with Freundlich isotherm
model (R* = 0.9033). Consequently, the isotherm parameters (gmax and Ki) have been calculated
and they are equal to 49.5 mg/g and 0.29 I/mg respectively.

4) The dimensionless separation factor (Sf) showed that ion exchange of cadmium ions on
zeolite is favorable. The values of S; are decreased with increasing of initial cadmium
concentration. This indicates that ion exchange is more favorable for the higher initial
concentration in compared with lower concentration.
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5) A 1D numerical model is used to describe pollutant transport within groundwater and the
pollutant adsorption on the PRB. The model is applied to a given problem where a PRB is used
to restrict the migration of pollutant dissolved in an inflowing groundwater contaminated by the
mobilization of Cd(11). Numerical results showed that the PRB starts to saturate after a period of
time (~120 hr) due to reduce of the retardation factor, indicating a decrease in percentage of
zeolite functionality. However, a reasonable agreement between model predictions and
experimental results of the total concentration distribution of Cd** species across the soil bed was
recognized.
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Table 1. Composition and properties of the soil used in the present study.

Property Value
Particle size distribution (ASTM D 422)
Sand (%) 90
Silt (%) 10
Clay (%) -
Hydraulic conductivity (or coefficient of permeability) (cm s™) | 1.54x10™
Cation exchange capacity (meq/100 g) 1.56
pH 7.5
Organic content (ASTM D 2974) (%) 0.26
Bulk density (g/cm?) 1.29
Porosity (na) 0.51
Soil classification Sand

Table 2. Composition and physico-chemical properties of zeolite.

Property Percentage (%)

SiO, 34.48

Al,O3 29.94

L.O.l 15.05

Na,O 13.40

CaO 2.52

TiO, 1.70

Bulk density (g/cm?) 0.58

Particle density (g/cm°) 1.2
Porosity (ng) 0.34

Surface area (m?/g) 1000

Cation exchange capacity (meq/100 g) 1.8
—il L -
(s
I T I T I T
o 40 80 120 160 200

Contact time (min)

Figure 5. Removal efficiency of cadmium on zeolite as a function of contact time (pH= 6.5; c,=
50 mg/l; dose=0.25 g; speed= 270 rpm; T= 25+1°C).
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Contact time (min)

Figure 6. Effect of initial pH on removal efficiency of cadmium on zeolite as a function of
contact time (co= 50 mg/l; dose=0.25 g; speed= 270 rpm; T= 25+1°C).

100 —

Removal efficiency (%)

I i I i I i I i I i
(o] 50 100 150 200 250 300
Initial Cd concentration (mg/l)

Figure 7. Effect of initial concentration on removal efficiency of cadmium on zeolite (pH=6.5;
dose=0.25 g; speed= 270 rpm; contact time=1 h; T= 25+1°C).
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Figure 8. Effect of resin dosage on removal efficiency of cadmium (c,=50 mg/l; pH=6.5; speed=
270 rpm; contact time=1 h; T= 25+1°C)
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—@ — 200rpm
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Contact time (min)

Figure 9. Effect of agitation speed on removal efficiency of cadmium as a function of contact
time (c,=50 mg/l; pH=6.5; resin dose= 0.25 g/100 ml; T= 25+1°C)

Table 3. Experimental equilibrium data of cadmium on zeolite resin (pH=6.5; resin dose= 0.25
/100 ml; agitation speed= 270 rpm; contact time=1 h; T= 25+1°C).

Initial Con. (c,) | Equilibrium Con. (c.) | Sorbed Con. (qe)
(mg/l) (mg/l) (mg/g)
50 0.255 19.9
100 4.22 38.3
150 46.26 415
200 88.66 445
250 122.93 50.8
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Table 4. Measured values of the longitudinal dispersion coefficient for used mediums as a
function of mean pore velocity.

sand Soil | (em/s) [0.009030.01806 [ 0.02709
D, (cm?%s) | 0490 | 0.567 | 0.670

Zeolite |V (eM/s) 100135 [0.0270 [0.0406
D. (cm’/s) | 0.199 | 053 | 0.66

Ce/qe= 0.0202 Ce + 0.0696
= R-squared = 0.9887

Celge (g/)

0.0 T I T I T I T I T I T I T
60 80 100
Ce (mg/l)

Figure 10. Langmuir isotherm for ion exchange of cadmium on zeolite (pH=6.5; resin dose=
0.25 g/100 ml; agitation speed= 270 rpm; contact time=1 h; T= 25+1°C).

120 140

Inge= 0.13349 InCe + 3.26453
R-squared = 0.9033

Inge)

In (2Ce)
Figure 11. Freundlich isotherm for ion exchange of cadmium on zeolite (pH=6.5; resin dose=
0.25 g/100 ml; agitation speed= 270 rpm; contact time=1 h; T= 25+1°C).
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Figure 12. Comparison of the experimental results with the g. values obtained by two isotherm
models for Cd** removal by zeolite.
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Figure 13. Variation of adsorption intensity with initial cadmium concentration on zeolite resin.
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Figure 14. Longitudinal dispersion coefficient versus mean pore velocity relation for sand soil.
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Figure 15. Longitudinal dispersion coefficient versus mean pore velocity relation for zeolite

resin.

Table 5. Calculated values of the longitudinal dispersivity and molecular diffusion coefficient
for used mediums as a function of mean pore velocity.

sand Soil V (cm/s) | 0.00903 | 0.01806 | 0.02709

o, (cm) | 9.96678 | 9.96678 | 9.96678

. V (cm/s) | 0.0135 | 0.0270 | 0.0406
Zeolite

a. (cm) | 17.0019 | 17.0019 | 17.0019

Table 6. Calculated values of retardation factor dependent on Langmuir sorption isotherm.

Initial Con. (c,) (mg/l) | Equilibrium Con. (c.=C.eg) (Mg/l) | R,
50 0.255 13883
100 4.22 3238
150 46.26 78
200 88.66 23
250 122.93 13
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Table 7. Summary of PRB application example parameters.

Item Parameter Value or
description
Aquifer bed depth 45
before barrier (cm)
Aquifer bed depth after 1
- 5
Aquifer barrier (cm)
gurrer Porosity of aquifer (na) 0.51
characteristics —1=
Longitudinal
. . 9.96678
dispersivity (a., cm)
Bulk density (g/cm?) 1.29
Particle density (g/cm°) 2.65
Adsorbing medium zeolite
Barrier bed depth (cm) 5
Porosity of barrier (ng) 0.34
PRB Longitudinal
characteristics . g1 17.0019
dispersivity (a,, cm)
Bulk density (g/cm?) 0.58
Particle density (g/cm°) 1.2
Number of nodes 65
Numerical model| Time step size (min) 0.001
parameters  |Initial concentration of 2610
Cd*? (mg/l)
Concentration of Cd* 0
Boundary @ z=0 (mg/l)
conditions dccd
. alt Zo=es.cm Zero
dz
1.2
_ Travel time=0.5 hr
Flowrate=5 cubic cm/min
= 1.0 — — Flowrate=10 cubic cm/min
= Flowrate=15 cubic cm/min
= i
s
© 08—
o
S .
<
£ 0.6 —
8
§ -
E 0.4 —
2
g i
o
Z 0.2 —
0.0 LI L L L N I I Y [ I Y N B B

0 5 10 15 20 25 30 35 40 45 50 55 60 65
Distance from the bottom of column (cm)

Figure 16. Cadmium concentration distribution in the groundwater along the length of the soil
column without using PRB after 0.5 hr.
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Figure 17. Cadmium concentration distribution in the groundwater along the length of the soil
column with using PRB after 0.5 hr.
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Figure 18. Cadmium concentration distribution in the groundwater along the length of the soil
column with using PRB at different time intervals for flow rate equal to (A) 5, (B) 10, (C) 15
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Figure 19. Comparison between model predictions and experimental results for Cd*2
concentrations in groundwater for travel time equal to (A) 5 hr and (B) 15 hr.
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ABSTRACT

A solar cell was manufactured from local materials and was dyed using dyes extracted from different
organic plants. The solar cell glass slides were coated with a nano-porous layer of Titanium Oxide
and infused with two types of acids, Nitric acid and Acetic acid. The organic dyes were extracted
from Pomegranate, Hibiscus, Blackberry and Blue Flowers. They were then tested and a comparison
was made for the amount of voltage they generate when exposed to sunlight. Hibiscus sabdariffa
extract had the best performance parameters; also Different plants give different levels of voltage.

Keywords: photovoltaic, photo cell, organic cells, organic photo dyes, renewable energy
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1. INTRODUCTION

A solar cell is an electronic device that produces electricity when light falls on it. The light is
absorbed and the cell produces dc voltage and current. The device has a positive and a negative
contact between which the voltage is generated and through which the current can flow.

L.u.Okoli et. al.2011, performed a study on the performance of the Anthocyanin dye which
is an extract from hibiscus sabdariffa which is an edible plant called zobo by Nigerians. He found
that the photo conversion efficiency of the cell fabricated with the local dye is not poor when
compared with the result of the Ruthenium-stained cell and other existing results.

Jill Johnsen 2006, used Blackberry juice Titanium oxide (TiO,) as a light absorber and the
oxidization of water (to produce oxygen, hydrogen, and electrons) replaces the I-/l3 - cycle,
replenishing the electrons released from chlorophyll. Ultimately, carbon dioxide acts as an electron
acceptor, resulting in the fixing of carbon dioxide.

Khwanchit Wongcharee et.al 2006, fabricated solar cells by using natural dyes extracted
from rosella, blue pea and a mixture of the extracts. The light absorption spectrum of the mixed
extract contained peaks corresponding to the contributions from both rosella and blue pea extracts.
However, the mixed extract adsorbed on TiO2 does not show synergistic light absorption and
photosensitization compared to the individual extracts. The Dye-Sensitized Solar Cells (DSSCs)
efficiency that used ethanol as an extracting solvent was found to be diminished after being exposed
to the simulated sunlight for a short period.

Brian A. Gregga et al 2003, compared between organic and inorganic photovoltiacs.he concluded
that The photoinduced generation of a free electron and hole in OPV cells is simultaneous with, and
identical to, the initial separation of the electron from the hole across the interface. This is a
fundamental mechanistic difference relative to conventional solar cells, in which generation and
separation are two spatially and temporally distinct processes

For a PV cell to function, light must be absorbed and converted to electrons. This feat is
accomplished by the anthocyanin, which has a molecular structure that acts like a photon antenna.
As light is collected, the molecule enters an excited state whereby it dumps an electron wherever it
can to relieve this “excitement”. The electron is harnessed by attaching the anthocyanin to a
semiconductor, titanium dioxide. Titanium dioxide, also known as titania, is one of the most
common oxide compounds on Earth. Anthocyanins, as well as other inorganic compounds, attach
themselves very well to titania due to a number of hydroxyl (-OH) bonds on both the titania and the
dye. When electrons are produced by the dye, they conduct themselves through the molecule and
into the titania. As long as the titania film is bound to a conductive surface, these electrons can be
harnessed to do useful work, such as power a light bulb. As the adage goes, however, something
cannot be got for nothing. The dye molecule cannot produce an endless supply of electrons and they
must be regenerated. By using an electron donor, or redox electrolyte, the electrons are supplied back
to the dye. Of course, this electrolyte does not have an unlimited supply of electrons either. The
electrolyte receives its electrons from the return of the dye-generated electrons that were sent
through the circuit. This cycle is important- electrons are never “used up” or destroyed, the power is
just used to do some amount of work. This whole device: dye, titania, and electron donor complex
creates what is known as a dye-sensitized solar cell, or DSSC. This type of cell was “invented” and
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published by Michael, Gratzel in the journal Nature in 1991, but nature itself has been performing
this same process for millennia in plants by using chlorophyll. Smestad, G. P et.al

2.EXPERIMENTAL WORK

The Fig. 1 shows how an organic solar cell works and in order to manufacture one the following
steps are taken:

2.1 Preparing the ITO Slides

1. The ITO glass strips( 5 x 4 )cm were extracted from used mobile phones since their screens are
manufactured from ITO glass i.e. that one side is electrically conductive.

2. ldentify the conducting side of a tin oxide-coated piece of glass by using a MultiMate to measure
resistance.

3. The conducting side will have a resistance of 20-30 ohms.

4. With the conducting side up, tape the glass on three sides using one thickness of tape. Wipe off
any fingerprints or oils using a tissue wet with ethanol

2.2 Preparing the TiO, Paste

Grind about 0.5 gram of nanocrystalline titanium dioxide (TiO2) in a mortar and pestle with a few
drops of very dilute nitric acid. Alternate grinding and addition of a few drops of very dilute nitric
acid until you obtain a colloidal suspension with a smooth consistency, somewhat like latex paint or
cake icing, as shown in Fig 2.

2.3 Applying the Film

1. Add a small amount of titanium dioxide paste and quickly spread by pushing with a microscope
slide before the paste dries. The tape serves as a 40-50 micrometer spacer to control the thickness of
the titanium dioxide layer as show in Fig 3.

2. Wait couple of minutes for the coat to dry. Carefully remove the Scotch tape border.
3. Heat the coated glass strip gently until the wet paste dry’s off and then gradually cool it off; So
that it does not crack

2.4 Preparing the Dye

1. Prepare a couple of grams of blackberries and crush the in a glass container. The crushed juice
slurry is then filtered with a filter funnel.

2. Put the coated face of the ITO glass strip on the blackberry juice that was just prepared and leave
it for a couple of minutes so that it can soak up the juice, as shown in Fig 4.

3. After 10-15 minutes, gently rinse the coated ITO glass strip with distilled water followed by
alcohol. This will represent the Anode electrode.
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2.5 Preparing the Cathode Electrode

Light a candle, and tip the conductive side of the second piece of ITO glass strip at an angle so
that it can collect soot from the candle as shown in Fig 5. The graphite from the soot functions as a
cathode then an electrolyte is injected to the assembly.

2.6 Assembling the Solar Cell

Place the cathode with the soot face up on the table. Place a couple of drops of lodine
(electrolyte) on the anode and the place the anode electrode on top of it, as shown in Fig 6. And hold
the two pieces of glass strips together with a rubber band or clamps.

The photovoltaic cell is now functional and all it needs to produce electricity is to be exposed to
sunlight as shown in Fig.7.

The same procedure was performed in making the solar cells for all the other dyes that were
used in this research and they were: Hibiscus, Pomegranate, Black berry and the blue flower. Then
another type of solar cell as made similar to the first except instead of using Nitric acid with the
TiO,, Acetic acid was used. Then their voltages were measured that was produced under two types of
acid used and the types of dyes for each of the two sets of cells.

3. DISCUSSION and CONCLUSION

The highest voltage was generated by hibiscus it reached its peak after 15 minutes; Table 1; and
then started to descend in voltage. The reason is owed to the probability that some of the dye and
electrolyte evaporated due to the sunlight heat this is one of the drawbacks and disadvantages of
open organic cells.

The lowest value was generated by the pomegranate; Table 1; this is due to that is was slightly
more diluted than the rest of the dyes. All the dyes started at a low value and started to build up
between 9 and 21 minutes. From Table 2 find the pomegranate dye together with the blackberry dye
produce more voltage than when nitric acid as used.

The voltage generated in the photovoltaic is due to that all of the extracted organic dyes have a
compound known as “Anthocyanins “which is considered as a photo sensitizer. NEHA M.
NATARAJ et. al. 2012.

Hibiscus sabdariffa extract has the best performance parameters, it corresponds to anthocyanins,

because the chemical adsorption of these dyes occurs due to the condensation of alcoholic-bound
protons with the hydroxyl groups on the surface of nanostructure TiO2 .Jude O. Ozuombal et. al.
2013. The reason behind the fact that the different dyes gave different levels of voltages is that they
have different Ph concentration levels and thus the higher the acidity (the lower the Ph) the higher
absorption of thelight wave length will be and thus a higher photo voltage will result. From this
research it can be concluded the following:

1. It is possible to generate voltage from organic dyes.
2.Different plants give different levels of voltage
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Figure 2. Preparing the TiO, paste.
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Figure3. Applying the film of TiO2 to the ITO glass.

Figure 4: Applying the dye to the TiO.,, Figure 5. Applying the soot to the 2" ITO slide.

Figure 6. Applying the lodine  Figure 7. The solar cell subjected to a light source.
Electrolyte.
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Table 1. Different organic dyed solar cells
in which nitric acid 10% was mixed with the TiO,.

125 130 74 2

0
117 120 66 40 3
126 148 52 35 6
137 155 47 29 9
136 153 42 18 12
134 147 35 19 15
137 141 32 18 18
138 130 30 16 21
136 129 26 10 24
138 127 26 9 27
135 123 25 6 30

Table 2. Different organic dyed solar cells in which acetic acid 4-6 % was mixed with the Ti.

147 145 103 212

0

110 88 114 182 3

88 58 124 180 6

106 39 125 162 9
98 49 117 152 12
92 48 123 139 15
86 56 110 127 18
78 29 114 115 21
81 35 120 116 24
75 41 127 112 27
71 47 125 105 30
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Figure 8. The different voltages generated in a time span of 30 minutes using in which Nitric
acid was mixed with the TiO,.
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Figure 9. The different voltages generated in a time span of 30 minutes using in which
acetic acid 4-6 % was mixed with the TiO,.
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ABSTRACT

The catalytic wet air oxidation (CWAO) of phenol has been studied in a trickle bed reactor
using active carbon prepared from date stones as catalyst by ferric and zinc chloride
activation (FAC and ZAC). The activated carbons were characterized by measuring their
surface area and adsorption capacity besides conventional properties, and then checked for
CWAO using a trickle bed reactor operating at different conditions (i.e. pH, gas flow rate,
LHSV, temperature and oxygen partial pressure). The results showed that the active carbon
(FAC and ZAC), without any active metal supported, gives the highest phenol conversion.
The reaction network proposed accounts for all detected intermediate products of phenol
oxidation that composed by several consecutive and parallel reactions. The parameters of the
model estimated using experimental data obtained from a continuous trickle bed reactor at
different temperatures (120-160 °C) and oxygen partial pressures (8-12 bar). Simple power
law as well as Langmuir-Hinshelwood (L-H) expressions accounting for the adsorption
effects were checked in the modeling of the reaction network. A non-linear multi-parameter
estimation approach was used to simultaneously evaluate the high number of model
parameters. Approach by simple power law only succeeds in fitting phenol disappearance.
Instead, when L-H expressions are incorporated for the intermediate reaction steps, the model
accurately describes all the experimental concentration profiles, giving mean deviations
below 10%.

Key words: oxidation, trickle bed, phenol, wastewater, catalytic wet air oxidation.
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1. INTRODUCTION

Recently, increasingly stringent regulations require ever more treatment of industrial
effluents to generate better quality product waters that can be more easily reused or
disposed of without negative effects to the environment.

A wide range of treatment technologies is being developed and optimized for many
applications in different industries. In the last few years, catalytic wet air oxidation
(CWADO) represents an interesting technique to treat wastewater pollution. CWAQO
uses molecular oxygen as oxidizing agent and operates commonly at temperatures of
403-523 K and pressures of 10-50 atm [Santiago, et al., 2005, Quintanilla, et al.,
2007].

Trickle bed reactors (TBR), which are catalytic packed fixed-bed tubular devices
traversed vertically downwards by a gas-liquid stream, are used in different
industrially important three-phase catalytic reactions such as in wastewater treatment,
in petroleum (hydrodesulfurization, hydro-denitrogenation, etc.), and different
chemical areas (hydrogenation, reactive animation, liquid phase oxidation, etc.), in
biochemical, and electrochemical processing [Nigam, et al., 2002].

In view of the importance of the gas-liquid mass transfer resistance, Tukac, et al.,
2001, have experimentally studied the effect of catalyst wetting for phenol CWAO
and concluded that incomplete wetting facilitates oxygen transfer through direct
contact between gas and solid. Their results are, however, in contrast with simulations
of Larachi, et al., 2001, and lliuata and Larachi, 2001, showing that complete
wetting is more advantageous. This discrepancy is caused by the fact that typical
CWAO operating conditions fall in the transition region between gas-limited and
liquid-limited reactant. Besides catalyst wetting, internal diffusion limitations can also
significantly affect reactor performance.

Because of its unique properties, activated carbon (AC) has been extensively used not
only as an adsorbent but also as a catalyst support or even a direct catalyst
[Rodriguez-Reinoso, 1998]. In particular, AC has often been used as a support for
active metals dedicated to CWAO [Hu, et al., 1999, Trawczynski, 2003, and
Gomes, et al., 2003]. It is also well known that AC alone can perform as true catalyst
for several reactions [Coughlin, 1969, Pereira, et al., 2000]. However, the potential of
AC, in the absence of an active metal, as direct catalytic material for CWAOQO has only
been recently proved for the destruction of phenol and other bioxenotic organic
compounds [Fortuny, et al., 1998, Sautos, et al., 2002]. It is noticeable that it
performs better than other supported catalysts based on transition metals [Matatov-
Meytal, and Sheintuch, 1998]. This better performance could be due to the phenol
adsorption capacity of the AC that may enhance the oxidation environment
conditions. Nevertheless, the performance of different ACs can be significantly
different [Fortuny, et al., 1999], which strongly suggests that not only adsorption but
also other specific characteristics of the ACs affect their behavior in CWAO. In all the
above studies using AC, the only compound tested was phenol and less attention was
devoted to other reluctant organic compounds, even using metal supported catalyst
[Suarez-Ojeda, 2005].
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Kinetic studies of CWAQO  over AC are very scarce in the literature [Eftaxias, et
al., 2005]. Some oxidation tests have been carried out in batch reactors with its
characteristically high liquid to solid (catalyst) ratio. In the case of phenol and
phenolic compounds that exhibit a high polymerization potential, fast catalyst
deactivation occurred in batch oxidation. This was most likely due to the formation of
condensation products in the liquid phase and their subsequent desorption on the AC
surface [Stuber, et al., 2001]. Fixed bed reactors (FBR), and particularly trickle bed
reactors, providing a low liquid-to-solid ratio have therefore been adopted as a
suitable solution [Maugans and Akgerman, 2003]. However, kinetics obtained in
batch systems cannot be successfully used for TBR design and almost no information
is available for the latter operation regime.

Hence, to properly design and operate industrial CWAO units, the Kinetics and
catalytic performance of AC need to be found in continuous reactor system.

The aim of this work was to prepare activated carbon from date stones by ferric
chloride activation (FAC) and zinc chloride activation (ZAC) and examine them as
catalysts for oxidation of phenol in small-scale TBR at different operating conditions
(i.e. feed solution pH, gas flow rate, LHSV, temperature and oxygen partial pressure).
It was an aim also to develop a realistic kinetic model to meet the process in a wide
range of oxygen partial pressure and temperature.

2. KINETIC MODELING
2.1 Reactor Mass Balance

The small-scale TBR used for the kinetic study was modeled according to the
following assumptions:

e Absence of mass transfer limitations.

¢ Isothermal and isobaric operation.

e Constant oxygen partial pressure throughout the reactor.

e Ideal plug flow to describe TBR behavior [Froment, et al., 1999].

Then, the one-dimensional model can be written in terms of space-time in the
following way:

&R 1
d; e 1)

Where C is the concentration vector, 7 the space-time (z = catalyst mass / liquid mass
flow rate), R the net production rate vector and p, is the liquid density, supposed to be
constant during the experiment. Each component of R corresponds to the net
production rates of the respective species.

2.2 Kinetics Equations

2.2.1 Power law expressions

Fortuny et al., 1999, described phenol destruction from the same experimental data set
using a simple power law expression. Therefore, it seemed reasonable to extend the
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kinetic modeling to the rest of the reaction network in terms of power law Kinetics.
The kinetic expression employed was

r=K,Con (2
With

! Ea s
Kap = Ko exp| ——= RS, @)

B being the reaction order with respect to oxygen.
The above expression for K, was modified to incorporate the oxygen mole fraction

in the liquid phase, xfz, instead of the partial pressure, leading to
" Ea ¥ij 4
Kap = Kgexp| =2 x5, (4)

This was done because the reactions actually take place in the liquid phase. Thus, the
solubility of oxygen characterizes the oxygen contribution to the kinetic expression
rather than the oxygen partial pressure. Furthermore, the oxygen solubility is not only
a function of pressure but also of temperature. Therefore, the oxygen mole fraction in
the liquid phase was considered to be more representative. This mole fraction was
calculated using Henry law [Himmelblau, 1960], this is given by equation,

Poz =H 0, %o, (5)

The rate form expressed by Eq. (4) was extended to the rest of the reactions in the
network.

2.2.2 Langmuir-Hinshelwood (L-H) Kkinetics

The use of L-H expressions was also considered, as they are based on a more realistic
description of a heterogeneous catalytic reaction mechanism. The expressions derived
assume competitive adsorption of organic species on the same active sites of the
catalyst. Then, the rate equation becomes

KiCi
1+ KiC,
J

With j running over the adsorbed species. Obviously, the adsorption constant K; in the
nominator corresponds to the reacting compound. The rate parameter K, is of the
same form as in the power law, Eq. (4), whereas the adsorption constant K presents
the form

r = Kap,i

(6)

AH
Kj = Koj exp —ﬁ (1)
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AH being the heat of adsorption. This type of L-H expressions is similar with that
used in study for CWAO modeling [Eftaxias, et al., 2001]. We considered a model
where phenol destruction follows simple power law kinetics and the rest of the
reactions are better represented by L-H expressions.

In order to fit the model to the experimental data, a non-linear multiparameter
estimation approach was followed. Thus, all parameter (i.e. frequency factors,
activation energies, reaction orders with respect to oxygen, heat of adsorption and
adsorption pre exponential factors) were evaluated simultaneously. The algorithm
used in this study is described by Goffe, et al., 1994.

3. EXPERIMENTAL WORK
3.1 Materials

Date stones were used as the precursor for the preparation of activated carbon. The
date stones were first washed with deionized water to get rid of impurities, dried at
100 °C for 24 h, crushed using disk mill, and sieved to get a function with average
particle size of 2 mm. Ferric chloride and zinc chloride have been purchased from
Aldrich with purities of 99.9% were used as chemical reagents for activation of date
stones.

Analytical grade phenol has been purchased from Aldrich and used without further
purification for the preparation of feed solution.

3.2 Preparation of Activated Carbon

Dried stones was well mixed with solution of ZnCl, or FeCl3 at an impregnation ratio
of 0.5 and 1.5 (weight of activator/weight of dried stones) respectively, for 24 h at
room temperature. The impregnated samples were next dried at 110 °C until
completely dried and stores in a desiccator. For the carbonization of dried
impregnated samples, a stainless steel reactor was used. The reactor was sealed at one
end and the other end had a removable cover with a hole at the center to allow for the
escape of the pyrolysis gases. The reactor was placed in a furnace and heated at
constant rate of 10 °C/min and held at carbonization temperature of 710 °C and 75, 30
min for FeCl; and ZnCl, carbonization time respectively. Then they were withdrawn
from the furnace and allowed to cool. Samples were soaked with 0.1 M HCI solution
such that the liquid to solid ratio is 10 ml/g. The mixtures were left overnight at room
temperature, and then filtered. The samples were repeatedly washed with distilled
water until the pH of filtrate reached 6.5 — 7. Then the samples were dried at 110 °C
for 24 h. Finally the samples were stored [Samar, and Muthanna, 2012, Hameed et
al., 2009].

3.3 Characterization of Activated Carbon
The prepared activated carbons were characterized by selected physical properties
including bulk density, surface area (BET) and SEM. Chemical properties including

ash and moisture contents, thermogravimetric analysis (TGA) and adsorption
capacity. [ASTM (2000), Adekola and Adegoke, 2005]
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3.3.1 Adsorption capacity test

The maximum adsorption capacity of prepared carbons at optimum conditions were
determined by performing adsorption tests in a set of 250 ml Erlenmeyer flasks where
100 ml of phenol solutions with initial concentrations of 100-500 mg/I were placed in
these flasks, which contain 0.05 g of prepared activated carbon. Other operating
parameters are kept constants from the previous studies that carried out for the same
purpose (i.e. agitation speed, temperature, particle size). The amount of phenol
adsorbed at equilibrium, g, (mg/g) was calculated using equation

(Co — Ce )\/ (8)

Qe = W

Where C, and C. are initial and equilibrium concentration of phenol (mg/l),
respectively, V is the volume of the aqueous phenol solution (I), and W is the weight
of activated carbon used (g). The experimental data obtained were fitted to the
Langmuir isotherm model, which can be written as

q. = InBC
°1+BC,

9)

Where g, is the maximum amount of phenol adsorbed per unit mass of activated
carbon (mg/g), C, is the equilibrium concentration of the phenol (mg/l), and B is the
Langmuir constant (I/mg).

3.4 CWAO Experimental Set-up and Procedure

CWAO experiments were carried out in a trickle bed reaction system in co-current
gas-liquid down flow. The reactor containing the activated carbon packed bed consists
of a stainless steel tube (80 cm long and 1.9 cm inner diameter) and controlled
automatically by four sections of 15 cm height steel-jacket heaters. Typically, about
20 — 30 cm height of the activated carbon enclosed between two layers of inert
material and the liquid flow rate was then calculated to give a space time of 0.33 — 1
h, i.e. LHSV of 1 to 3 h™. The air oxidant comes from a high pressure cylinder
equipped with a pressure controller to maintain the operating pressure of 8-12 bar. All
the experiments were run between 120-160 °C. Stoichiometric excess of gas flow rate
was 60% to 100%, initial phenol concentration was 5 g/I.

The phenol and intermediates compounds of the exited samples were determined by
HPLC following an analytical procedure described elsewhere [Fortuny, et al., 1999].
A complete scheme of the experimental apparatus was shown in Fig. 1.

4. RESULTS AND DISCUSSION
4.1 Catalyst

4.1.1. Activated carbon capacity

The maximum phenol uptakes of both FAC and ZAC prepared at optimum conditions
have been determined by fitting experimental equilibrium data, calculated from Eq. 8,
to the Langmuir isotherm model, Eq. 9, and presented in Fig. 4. These results show
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that the maximum phenol uptakes of FAC was 290.5 mg/g while 210.0 mg/g for
ZAC, this may due to the ability of ferric chloride to produce carbon structure with
high portion of micropores content (approximately 10 °A) as compared to that
obtained using zinc chloride, due to their smaller ionic radius of the Fe™ ions (55 pm)
compared to Zn*? ions (74 pm) as explained by [Rufford, et al., 2010].

4.1.2. Activated carbon characterization

The characteristics of FAC and ZAC prepared at optimum conditions mentioned
previously were determine and summarized in Table 1. The results of this table show
that the surface area of FAC and ZAC are 773.2 and 1049.1 m?/g respectively. These
results are in agreement with those reported by Samar, and Muthanna, 2012.
Figures 2 and 3 show the SEM image and the weight loss for both types activated
carbon during the TGA carried out between 100 and 900 °C. TGA interpretation is
conducted in accordance with that by Figueriredo et al., 1999. Which assigns each
temperature zone to the desorption of a particular surface group or groups.

The evolution of FAC and ZAC is similar. There is almost no significant loss up to
nearly 500 °C. Then there is a zone with marked drop in weight.

4.2 Catalytic Activity Tests

The activated carbons were checked as catalytic matter for the CWAO of phenol for 6
h operation periods. The performance of the activated carbons will be discussed in
terms of phenol conversion, Xy, as a measure of the phenol destruction ability as
defined by equation

0

C
Xpp =100 —2 % (10)
ph

Where Cpy is the actual measured phenol concentration in the sample and C3, is the

initial phenol concentration. To discuss the depth of oxidation, intermediate
compounds measurements will also be used in terms of reduction as described in Eq.
(10).

4.2.1 Determination of the most active type

In the first set of experiments, the reaction was carried out at feed solution pH of 7.2,
S.E of 80%, LHSV of 1 h™, temperature of 160 °C, Po,=12 bar, and initial phenol
concentration of 5 g/I.

Figure 5 presents a comparison of the activities of FAC and ZAC catalysts. Both
show similar behavior. As found, three different zones can be identified in both cases.
In the first zone, from starting up to 1 h, adsorption predominates. This results in an
apparent total phenol conversion. Note that for the given liquid flow rate and feed
phenol concentration, the length of the adsorption zone at 140 °C is roughly in
agreement with the adsorption capacities for FAC and ZAC at 25 °C. This is rather
unexpected as the adsorption of phenol on activated carbon is known to be exothermic
and the capacity should decrease as the temperature increase. However, further
adsorption tests with FAC and ZAC carried out at oxic conditions and temperature of
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25, 120 and 160 °C reveal, albeit small, decrease in adsorption capacity at 120 °C.
Later, at 160 °C, the adsorption capacity is even restored to that at 25 °C.

Oxidation coupling of phenol can provide a satisfactory explanation of the enhanced
adsorption exhibited by FAC and ZAC in CWAO at 140 °C. It is known [Cooney,
and Xiz, 1994, Grant, and King, 1990] that AC catalysts, albeit slowly at room
temperature, the formation of phenol dimers that are subsequently irreversibly
adsorbed on the AC surface, thus increasing the AC adsorption capacity. Higher
temperature and partial oxygen pressure should significantly enhance the rate of
oxidative coupling, which could result in an enlargement of the initial adsorption zone
during CWAO experiments. Also, HPLC analysis detected low oxidation
intermediates during the adsorption period of apparent 100% conversion, which
supports the oxidative coupling hypothesis.

Once the adsorption step has reached a pseudo equilibrium state, phenol conversion
drops rapidly to achieve an almost constant phenol conversion, which is then
maintained to the experiments end. This drop in phenol conversion also marks the
starting point for the occurrence of partial oxidation compounds.

4.2.2 Effect of pH

Another factor that could influence the adsorption capacity is the pH. Fig. 6 shows the
pH profiles throughout the test. At the start the pH is about 7.2, close to neutrality,
which confirms the absence of any compounds in the effluent. Then the pH began to
decrease during the transient state and reached a steady state value. This decrease is
caused by the formation of organic acids as oxidation by-products.

The adsorption period occurs at pHs above 6 and a decrease in adsorption capacity
has been reported above this pH for several substituted phenols. These compounds
can be in undissociated and ionized forms, above a pH of 6 and it is well known that
ionized forms of species adsorb less effectively onto AC than their undissociated
forms do [Cooney, and xi, 1994]. However, as shown in Table 1, the pH in the point
of zero charge (pHp.) of these ACs are 8.0, therefore the AC surface is positively
charged during the adsorption period and during the rest of the test; therefore, the ACs
surface would exhibit a high affinity for anions or ionized forms of parent
compounds.

4.2.3 Effect of gas flow rate

This set of experiments was carried out over FAC catalyst at different gas flow rate,
i.e. stoichiometric oxygen excess of (60-100)%, keeping other variables constant at
LHSV=1 h, temperature=160 °C, oxygen partial pressure=12 bar, and phenol
concentration=5 g/I.

Figure 7 illustrates that the higher phenol conversion achieved at 80% S.E as
mentioned previously, beyond that decreased with further increasing.

The results above show that an increasing gas flow rate to 80% S.E. causing
decreasing in the liquid hold up and liquid film thickness covered catalyst surface, and
enhancing oxygen transfer to the liquid phase, and from the liquid phase to the
catalyst surface, therefore, leading to high conversion. But increasing S.E. to 100%
causes decreasing phenol conversion because of decreasing in the spreading of the
liquid film over catalyst, hence, wetting decrease.
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4.2.4 Effect of LHSV

Figure 8 presents that the liquid flow rate has a large effect on phenol conversion. As
clear from this figure phenol conversion of 87.16% and 82.5% were achieved at
LHSV of 2 and 3 h™. This is due to reduction in the space time of reactant in the
reactor (i.e. reducing the time required for phenol reaction with oxygen over the
catalyst). Moreover, higher liquid flow rates give greater liquid hold up which
evidently decreases the contact of liquid and gas reactants at the catalyst active site,
by increasing the film thickness. While at low liquid flow rate with other conditions,
the process undergoes more conversion.

4.2.5 Effect of temperature

The influence of temperature on phenol conversion was studied at 120, 140, and 160
°C. Fig. 9 shows that to about 1 h and at 160 °C, phenol conversion is 100%, while at
140 °C and 120 °C, phenol conversion are 92.7% and 88.6% respectively, after that
phenol conversion decrease gradually. The general behavior is, higher conversion is
achieved at higher temperature due to the fact that at higher temperature, Kinetic
constant (rate constant) is favorably affected resulting in increasing in phenol
conversion, according to Arrehenius equation:

k= Aexp(_Rl_El_a] (11)

In addition, at high temperature in aqueous solutions, the form in which oxygen
participates in chemical reactions is complex. The necessary elevated temperatures
can lead to the formation of oxygen radicals, O, which in turn can react with water
and oxygen to form peroxide, H,O,, and ozone, Os, so that these four species 0, O,
03, and H,0;, are all capable of participating in the phenol oxidation.

4.2.6 Effect of oxygen partial pressure

Compared to temperature, oxygen partial pressure has less influence on the phenol
conversion. It can be seen from Fig. 10. Increasing oxygen partial pressure from 8 bar
to 12 bar resulted in an increasing in phenol conversion from 94.1% to 100%.

In general, elevated pressure is required in such process, increasing pressure increases
the density of gas and it's solubility in the aqueous solution. To add, an increasing in
gas partial pressure provide a lateral push force for the reactants to cover as much
surface area over catalyst possible.

4.3 Reaction Pathway

The oxidation routes of the compounds have been established with the help of our
experimental data and the classical phenol oxidation pathway of Eftaxiax, et al.,
2006, Santos, et al., 2005, and Quintanilla, et al., 2005. From previous studies, it
can be concluded that phenol is necessary for the formation of 4-HBA. Eventually,
phenol can interact with carboxylic acid surface groups to form 4-HBA. The
appearance of both 4-HBA and p-benzoquinone in the liquid samples suggests that
phenol undergoes two parallel reactions to yield 4-HBA and p-benzoquinone via
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hydroquinone. This assumption has been tested in terms of kinetic modeling by
comparing the prediction of the parallel phenol degradation route with two
consecutive schemes as shown

Scheme 1: C;H.OH - C,H,0, - C,H,O, (12)
Scheme 2: C;H,OH -C,H,0, > C,H,0, (13)

CHOH —>C,H.O
Scheme 3: ° ° TeTs (14)
C,H.OH - C,H,O,

Simplified pathway with seven reactions proposed for the catalytic wet air oxidation
of phenol over FAC shown in Fig. 11. It postulates that maleic acid is mainly coming
from the ring opening of 4-HBA, whereas p-benzoquinone break down to formic acid
and acetic acid has to follow routes that by pass maleic acid formation. Experimental
support comes from a close inspection of the intermediate profiles (Figs. 9b-9g, 10b-
10g). The profiles for 160 °C and 12 bar indicate that the maximum of p-
benzoquinone and formic acid occur at early space times compared to those of 4-HBA
and maleic acid appearing significantly later. Thus the formation of formic acid and
maleic acid must be mainly related to the destruction of p-benzoquinone and 4-HBA,
respectively. A direct path from p-benzoquinone to formic acid by passing the
formation of maleic acid is consistent with the Devlin and Harris mechanism [Devlin,
Harris, 1984]. However, acetic acid formation via the decomposition route of maleic
acid alone could not account for the high amounts of refractory acetic acid observed.
The build-in of a reaction from p-benzoquinone to acetic acid has been necessary to
improve the prediction of acetic acid profiles.

The corresponding reaction equations of the reaction network developed here are

listed below:

C,H.OH +CO, —%>C,H,0O, (15)
C,H.OH +0,—2>C,H,0, + H,0 (16)
C,H,0, +40,—5>C,H,0, +3CO, + H,0 (17)
C.H,0, +50, + H,0—%>CH,0, +C,H,0, +3CO, (18)
C,H,0, +50, + 2H,0—% 54CH,0, + 2CO, (19)
CH,0O, WL%O2 —*5CO, +H,0 (20)
C,H,0, +0,—~C,H,0, +2CO, (21)

CaHa04 + 05 3 C,H,0, + 2C0,
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The net destruction or production rates R; of the involved compounds can then be
determined as

Rphenol =-n-n (22)

Riven =0 — Iy (23)

Rp—benza =hL - - (24)
maleic. 3 7

Racetic. = l‘4 + r-7 (26)

R, . =r,+4r. —r, (27)
formic. 4 5 6

4.4 Model Prediction

In this study, the unknown parameters have been optimized by a non-linear regression
technique. The reactor equation, Eg. (1), has been numerically solved with a fourth-
order Runge-Kutta method to calculate the theoretical outlet phenol and intermediate
concentrations (C*") of the objective function. Testing of different objective functions
has shown that the best balanced criterion is to compare experimental and calculated
concentrations in terms of absolute errors as given

¢=Zi,n,k

Where the indexes i, n, k run over the component, the experiment and the space time,
respectively.

Rate model includes testing the influence of phenol adsorption, a series of
optimization runs has been done with the rate model cancelling the contribution of
phenol adsorption in the denominator of L-H equations for reaction (3)-(7). With this
model, the best data fit has been performed, the objective function progressing
significantly to 71 mmol/l. Finally, the block adsorption of either carboxylic acids or
only aromatic intermediates has been checked, but in both cases the fit equality
deteriorates to that obtained with the simple power law model. Thus, only the best
results obtained with the simplified reaction network and rate model are presented
that, Figs. 9a3 — 9g and 10a3 — 10g compared the model predictions and the
experimental phenol and intermediate concentrations. As can be seen in Fig. 8a3,
calculated phenol shows good agreement with experimental data leading to a very
small mean error. The prediction of intermediates is less accurate, but still satisfactory
given the complexity of the reaction system studied. Overall, the proposed model
matches all data with an acceptable global error.

The parameters optimized are listed in Tables 2 and 3. The oxidation reactions of
phenol to 4-HBA and p-benzoquinone have activation energies of 80.7 and 70.1
KJ/mol, which lie in the range 65-85 kJ/mol [Eftaxias, et al., 2005] observed for

exp cal
Ci,n,k -C;

ink

(28)

179



Wadood T. Mohammed Active Carbon from Date Stones for Phenol
Oxidation in Trickle Bed Reactor, Experimental
and Kinetic Study

kinetically controlled CWAO of phenol over different supported catalysts. For the
ring opening reactions of 4-HBA to maleic acid and p-benzoquinone to formic acid,
respective value of 78.2 and 53.8 kJ/mol have been obtained. These also close to other
reported data over another catalyst.

5. CONCLUSIONS

Ferric chloride and zinc chloride have been used to prepare activated carbons from
date stones for removal of phenol from aqueous solutions in a TBR. The maximum
phenol uptake of carbons prepared by ferric chloride and zinc chloride activations, as
calculated from Langmuir isotherm model, were 290.5 and 210.0 mg/g respectively.
The catalytic performance of a prepared active carbon (FAC and ZAC) and its
reaction kinetics (on FAC) were assessed for the CWAO of phenol in a TBR operated
under different conditions of temperature and oxygen partial pressure. A temperature
of 160 °C, 12 bar of O, and space times of about 1 h resulted in phenol destruction
about 100%. The main intermediates detected were 4-hydrobenzoic acid,
benzoquinone, maleic, formic and acetic acids. The prepared activated carbon (FAC
and ZAC) showed a similar or even better catalytic performance than many of the
noble metal or transition metal oxide-based catalysts recently developed for the
CWADO of phenol.

Although the adsorption of phenol on the active carbon was seen to take place, kinetic
analysis showed that both the simple power law model and more mechanistic
Langmuir-Hinshelwood models can accurately predict the entire experimental results.
The oxidation reactions of phenol to 4-HBA and p-benzoquinone have activation
energies of 80.7 and 70.1 kJ/mol.
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NOMENCLATURE

= Preexponential factor, h™
=  Langmuir constant, L/mg
=  Compounds concentration, mol/L
Ce = Equilibrium concentration of phenol, mg/L
o= Initial concentration of phenol, mg/L
E.= Activation energy, J/mol
=  Enthalpy of adsorption, J/mol
=  Adsorption preexponential factor, L/mol
=  Reaction rate constant, h™
Kap= Rate parameter, reaction dependent unit
K'= Preexponential factor, reaction dependent unit

K”=Preexponential factor, reaction dependent unit

=  Oxygen partial pressure, bar
ge= Amount of phenol adsorbed per unit mass of activated carbon at equilibrium, mg/g
Om = Maximum amount of phenol adsorbed per unit mass of activated carbon, mg/g
= Net reaction rate, mol /kgca h
r=  Reaction rate, mol kgL h™
=  Universal gas constant (8.314 J/mol K)
=  Temperature, °C
= Volume of aqueous solution, L
= Weight of activated carbon, g
x = Molar fraction of dissolved oxygen, dimensionless
B=  Oxygen order of reaction, dimensionless
p1 = liquid density, kg/L
1= Space-time, (Kget/kgL) h
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Table 1 Characteristic of Activated Carbon Samples

Characteristic FAC ZAC

Bulk density g/ml 0.28 0.33

Ash content (%) 6.34 1.85
Moisture content (%) 11.51 9.17
Activated carbon capacity (mg/g) 290.5 210.0
Surface area (m°/g) 773.2 1049.1

PHpzc 8.0 8.0

Table 2 Frequency factors, activation energies and reaction order obtained with the

model and reaction scheme

Rate log Ko Ea (KJ/mol) B
r 13.9+0.1 80.7+1 1.00 £ 0.03
r2 13.2£0.1 70.1+0.8 0.9+0.02
I3 16.5+£0.4 820+1 091+0.1
g 20.1+0.7 115+ 3 0.62+0.2
I's 13.2+£0.3 55.9+2 0.73+£0.1
e 156+0.4 64.7+2 0.76 £ 0.1
r7 13.9+0.1 56.7+3 0.64+0.1

Table 3 Adsorption parameters for intermediates compounds

Compound adsorbed log K, (L/mmol) AH (KJ/mol)
4-HBA 0.15+0.02 -1.81+0.4
P-Benzoquinone 1.52+0.1 -1.85+0.2
Maleic acid -1.51+0.1 -2.58 £ 0.5
Acetic acid 1.58+0.1 -0.81+0.5
Formic acid 0.92 + 0.05 -3.1+04
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Abstract

Architecture forms theoretical summaries and multi systems that have the essence of change, and that
what distinguishes Architecture from other sciences and their systems.

Architecture means way of life via its expressional products and that appears through its systems. These
systems are based on formative and technological properties in form, structure, services and materials as well as
their moral forms.

All these are associated with techniques and facilitiesin order to establish integrated system.
Architectural creation does not come from void but it depends on a conception base to create a new condition for
creative architectural product.

The general problem of the research concentrated on limited theoretical and practical studies, related to the effect
of the technological systems integration on the expressional sides of architectural form in general. Besides, the
absence of clear concept about the expressional aim in treatment type of technological systems of architectural
form.

Therefore, the research, in general, aimed to diagnose the effect of technology as a main factor to reveal the
formal expression and creation, and to define items of architectural expression, and correlation with its
implementation by mechanical treatment for architectural form.

So, the research assumes the presence of direct expressional effects in structural and mechanical systems on the
architectural form. Each of these systems has two functions: the first one is supplying the practical role, while the
second function concentrated on the implementation of the expressional possibilities of architectural product
form.
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ABSTRACT

In this research an experimental study has done for testing the thermal performance of
selective surfaces used in solar collectors for substrate of iron, galvanized iron and aluminum
which are commercially available. The coating process for the samples has done in two ways,
the electroplating and the chemical spray pyrolysis. The results of the thermal performance test
of these samples are comparing with the thermal performance of a sample without paint and
other paint with black paint without shines commercially available. For the electroplated
samples, the performance study has done for different immersion time in plating bath, the
distance between electrical poles, the current density, and area ratio of the sample plated area to
the nickel pole face area. The chemical sprayed pyrolysis samples, study has done for different
coating times, atomizing gas pressures, distance between the aperture of atomizer and the
sample and the paint mass flow rate. The results showed that the best performance of the iron's
samples is the sample which is coated with two layers. The first layer is of zinc done by
electroplating where the time of plating is (2 min.) and the second layer is of black nickel done
by electroplating, where the time is (20 min.), the distance between the poles is (6 cm), the
current density is (0.15 A/dm?) and area ratio of the sample plated area to the nickel pole face
area is equal to (1). The percentage of the increasing in heat storage of electroplating sample to
galvanized iron sample without paint at the beginning of testing the performance of samples and
at the end were (58.23%& 44.97%) respectively. For aluminum samples, the best performance
was regarded for two samples electroplating sample and chemical spray pyrolysis sample. The
best electroplating sample was coated with a layer of black nickel where the time of plating is
(20 min.), the distance between the poles is (6 cm), the current density is (0.15 A/dm?) and area
ratio of the sample plated area to the nickel pole face area is equal to (1). While the best
chemical spray pyrolysis sample has been coated with a layer of black nickel where the time of
plating is (16 sec.) and the distance between the aperture of the reservoir and the surface of the
sample is (27 cm), the amount of flow is (4.8 ml / min.), the atomizing gas pressure is (1 bar)
and temperature of the sample surface is (290 0¢).

(lgsl) p3Ual AEY) mha¥) hawal) BB Apwedl) cliasall —:dnil clal)
(Al il (5

22


mailto:talib_km@yahoo.com
mailto:kaisyqj@yahoo.com
mailto:zbahjat@yahoo.com

Number 4 - April Volume 20 - 2014 Journal of Engineering

-

Aadial)
oe Bl o Al Aygiad) mland) el Luadl) Gl lien e A8 Y lae 8 dpadl) Al aladi) &

Glillaiag lgapanai b Adaguy s dpalai] Gleanall 020y dpha 48l ) dpuadl) 48Ul Jysay o585 d)ha Lpuad Cilrana

Dha I lebipnds el 2asY) Galiaiah asty 3 Galdl (gsiual mhandl o Cileanall s3] aa¥) e3all ol cleilba

el 2B Aale mhaul e B)le A s AEEN) mlaul) delia D) angll &5 el dal e el wile ) el

OSa e B (8) Abla¥) dady oS Lo el el (0) naliaiaY) dad ()5S

=1 L saae Gyl dnadll Cilraadl) e o) Gpuad I Giall) e aaell dee

gl slelye agal) oy clatpes @hall el (il SleSl oDl lgie dalise 3yl aldl mhaudl 3 ~1

Adliaal Ay sal) Cagylall dtiaglia (saay dilly £DUkl)

cpalal) mhaud) J<G s -2

bl A halls dgpall alalls Sl e dlais 4u) [Gogna & Chopra, 1979] olaldl sl
cle Gasall Clsine culSy el oSl diph alaaiuly @llds Golaadl aall e peled o a5 JS (g il
(Ph = 4.5 = 6) Lpmalal) Joii g Comasill Colaine st 2 Uil Bl Cligly asssed) cligly il zley JSll
& <y (Current Density =(0.5-8) mA\cm? ) ;L 286< (Solution Temperature =(30-60)°C) Lasall 3))a ayas
Slasy pasally pulaiil) (10) ae (8) Ablaailly (o) dpabaiall il s (1) SN Apadl paldll Guadd Ajlas
45 (Saturation Value) sl dad ) Jead ) () Aoy Apaliaial) 2lagi oDl claw 3ol of Laadl Cua Dl
Bpaliaial o Joeanll o5 chagpms 5350 (155 03035 (041pm) I Jomy Sland Fiday 550 935 2315 (0=0.95)
DL A6 (5.8) Jstaall dpaalas (40°C) Gasadl )ha days cilS Laxie (€=0.09) Liad dilasly (0=0.94) b))k
.(3.5 mA\cm?)

Lpad) palially SHll e dlaie e 4ulp [Madhusudan & Sehgal, 1982] sl sl
s Adas Al sl Wlas i) agial¥ls staadl sl e Gl (o 3581 IS e () mhand Al
o Ghase sae paad O L JSall Gl sl e Gl Jelae GligSe @il o gihall bl (i) Ayl e ddla
Ldy (g) AblasiYly (0) dpalaial) sy Ay cJslaall Lalall dass glial) 4aSy ¢ SlgSlh Gasdd) mhaw 3)ha A
Juadl o) il cuy L(2) JSA B mase WS oDl cles pe Al hiay (0fe) AblesY) ) dpalaiay)
o ol (£ 100°c=0.14) Ailes)s (0.23 pm) el dlow & laxie (0=0.92) & lede Jpanll & Lpaliais
(€ 100c=0.13) Zils)s (0.25 pm) Sl cled (0=0.90) 2 lgle Jpand) &5 dpalaia) Juadl ofs casnall)
Jslaall Lali 45 (290 °C) (22 °C) Slye Ghusall mhaus 3iha Ay culS Laxie @lldy sliad) aaall (e (ulad
.(1: 1.28) . (M/2 Nickel nitrate :M/2 Thiourea)
Jslae aladinly 35u) Sl —alatll (e Al il LSl o3 Glasinly [Johin, 1994] cald L8
<A 5 (209/1) (Copper Sulphate) owlaill <ty 5 (409/1) (Sulphate Nickel) JSall <€ (e Bga il 5<0)
Lada ey (35°C) By dnp die Jolase 8 oDl ddee cupals o(1509/1) (Ammonium Acetate) assise¥!

23



oy QS Gl Lpncadd) il 3 Aadiiceal) AlEiN) gehaas) 5130 Al 31 priucl
o5 ae A b g dadaeal)
mS dag i)

Al o Gj\ﬂﬂ\ L”_Dg_i:j LAl (30) bt ey (4A/dm2) 418 63\..})@.5 Ol Sl lea alladl jiean ) (ph=5.5)
(0.10) ) Jsi (€) Ayl A8lasi )y (0.98) () Jos (0) Fpmsaddl) AaZS Gpaliaia)

@it dllae alasinly 35uy) JSall 3Ll Dl (ailas duln [Wackelgard, 1998] cal i
(0) pabaial Je Jgpasll & Cua (Sodium Chloring)assall 4485 (Nickel Chloring) Jall nysK e
Lpalaia¥) o any 385 Adle Loghy Cigyl caad oAl Al sl & .(0.10) Wylaie () Lty (0.96) Leias

skl idlall 3 al) i)
Cosers o)) ] alid ) gl elan) 3 Fpnnadl) LB ALY o) debin dlee () Cpafiy B Lan
Lo iyl Llad sl apsialVly oosliall sl 3ol (o (ol AAEH el st Gashiia oy ) ) Cind
Gl 8 5l S e alas 505 @l oS dillae aladial @l ghall SheSl (il leS) £l

sl

) ilad)

(st o 3Ual) daghia -1

A e BV (e sSEs (3) ISl Aaia e Aeadivaal) LSl ¢ DUl A glaia ¢ 3]
-(3A) 5 (30V) wlealsa 53 (Digital) <, g5l (1 (Power supply) 3,8 ess —1
(18 cm) ¢y (17.8 cm) e 55 JS&l slshan) DU (10 g siias (Bath) (e -2
ol e abdl e IS il GO e giian Culti saeel =3
ol (e Jaag @Dl —4

saalle @Sl puiailly Aeliall 859 J(1) Jsaadl dasage 2ol ISl o3l asn i ¢
JSal) a8 e IS Jaliy @lldg DUl Jolae o (2.5 1) sucmnd & Aol 5 .[1989 cAawaigl) cileliall (awmiial)
(48 4 (Sodium thiocyanate) asaswall <l sty (Ammonium chloride) asise¥) x5, (Nickel chloride)
dayd die Shidl Wl e 43S pe Ll (Zine chloride) clisll apyelS Ll aas o dalas sale JS ) Cam Sl ¢ Ll
) paall JLSY el olal) Canaly aaall s b lehala 5 e Lally daa 3l IS Glisd (e SSEI 2ag5 (40 OC) §ha
A(Ph=4.3) 253; culSy Jolaall dpmals o el 53my Gl 22y (2.5 1)

(Chemical Thermal Spray Pyrolysis ) badl Abasll (&0 daglaia -2
zsalls SloeSl Gaadlls (atomizer) 33,all ay ddass 3eal sae e @hall Slasl (5l doshie Callis
iy ¢ Qlad) Ty sSaill alaiay cpag il le Ailshauds Bhadl days o sylapdl Sleas Blhadl daal a8l 1)l g5l
s ol (e AsSiall AN ALY dag e dgns ) BLRYL (il (5 A i B3] (Sa duay (4) S8 G LS
Hshad B3 e gsing osalie¥) zlasl) e blae 35l gia (5) JSAIL masall 35l sa Aagliiall s2a i al
Jusie QBN 1385 cady ) Jolaal) 4 gy (9 CM) 4clis)s (4 €M) ks dazsy eV (e z5ide (110 MI) dass
Lala) Aje L5l o8 Jasad (0. 10m) Loyl Gy dysul ) Jadladl Jolaall iy aSaill 4t (apal) alaay Jaud) (g

24



Number 4 - April Volume 20 - 2014 Journal of Engineering

b Qg (oSl Ayt Agsall) Aatdy Jasd Cumy JiY) (e Aagibey aleall dea (e Al agyde S8 @l dadin
Aals o ey dlly Wil Lgriadl Ll g et dpals daid o dalajll ddall (giady caals (g5t 4l
el Ligal) olasly JSN agyie 313y ) Appedll L5 e Adadldl syl Jygas Jllys dualagl) Zajll Jaly Jaial)
& Apmdl) el e 0S8 o (B A8 3l aes G Lglebe g () agad) Jalsall ey cledde slaall
e dala o 3l Gy chasil) G (a8 e WA S Ladan 05S gls calal ABAN Dl Caaiina
pen aie (gl 228 3 daul 3 0 dalally Loaf cuflyy cgagendl 4cliy) e aDA (e aSa3ll (Say (Holder)
claall (le g ity aSaill 3 o LT 335l (ge Llsiall Jslal clhad
@b (Al G Sl (b ardiuall Jslaall s -3

) Bemae JG e sale a5 (NI(NO3)n) JSall s Bale et 51 JSall o3Uall Jslas jpuaail
leiis ol (add Bsaie IS e 3ale a5 (NH2SCNH,) L)slill sale SIS, ¢(182.71 g/mol) Apall Leys sl
.(1: 1.28) » (M/2 Nickel nitrate :M/2 Thiourea) Lla 4. .(76.12 g/mol) sl
ki) el (e (25 M) A JSall clm e (2.2840 g) zie 3 Al iha dapy Gl Jlae juaal &
S oodlel 8 omalall 4y ahadl (el e Jsaally L kil Ll (e (32m) 8 G Lystll e (1.21790)as
:[ 1982 «03AY 5 pase] (1) Aabeal) Jlexiv

M = ( W/ My,).(1000/ V) (1)

. (moI/I) salall :’\_U\).[}A :M

. (9/mol) salall Jusall 550 :Mw

A(9) 4l stlaall il (W,

el OhA (B amald Bala 68 Waayg clelu 3aal juasall Jolaall @y 4 ke JLS) 22y

JLEAY) 485k -4

Ll Caladl) Lol (P.S.) d8lall Seadd camgall calailly Cdayyy JSll (e Gadad 330 25 DUall daglaia culayy Al
il ulS Y1 e sanall Ly il sama EDE ) liall Crand (063 alyal) z35aill) Aially Layy a8 (P.S.) leal
AU de genally 35Y) Aalise Coacay a6 dalie Cld AU de gendly (Gansall cadaill) 3531 Aabial Ly 4y glise daline
(3 cm) I JB &5 s (6 CM) asany s3a) 23 25 36V (s 2edl Lab L2 dalise Calaal A ) Jasi Aalise il
oMl Galid o agilklly 3yl o and) il Ayl @lldg
cleliall pawmiial yaall g Sual) aiailly deliall 3)f39] 428 (30) 5o (Gmsall ubaiil) (o)) oDl ()
Lalp & L 438 (40,30,20) sa Gebat a3l il L) 5 el s sl Auha (Sl ([1989 (Awaigd)
Ol Al 5ol ld Al L LaglS 3 DAl puilad el Lah 230N A5l (pfic genall Glldg HLall AELS s L8l
Cud @B e el Glall pes apdadd 23 08K 39T G aaally Gudasil) ) 5 Lol AES (e S s

25



0 ya LGS Gl Lsal) il (B Aadiioual) AUEDY) haa) 1) A ja g goriead
o5 ae A b g dadaeal)
mS dag i)
deliall 3igledthall dlea AakS Jaai ey s a8 (6< ) oSaall (e ) Clsadl) ol @lldy Jiall GlS e
1989 (dmsigl) cleliall awmiidl sgaallc g Sual) asiailly

el glal LR daghia -5

8y (uadll Axld lguiay el amyy uadll Al gl ey die Ladaw Hha Ay Gl S Gl olal lasy
Axal (32 dsul ¢y dllae (5585 ¢3a (2 Abe Gy i ALl Ao IS 8 Lgja) Hlal) dpeS luald @lld g A
— A e DAl (e S5 Ay A shaiall gy (6) S L csiad) olatly A shaiall 4sagi o
(215x83 cm) ealayl JSi Jakaiise saaa k) —1
(190x83 cm) salad uid 751 -2
-(200x93 cm) saledl g)ha Jile =3
gl SN e gihall Jladly il &6l e IS cudiil dpaaa adad day)f —4
Al Ay Aa Agpan e Cumgy gl Y ae Loy (T) Cipa Goslia JS3 e (2) baaey s 5acl8 -5
et 33 3 Cua delu gie 3 leadan Bha Aagd Gl s ¢(0sSulull) AaY Baley Jlad) el e il i o
i)y e gens ) lipll i 5 jedall 22y (04:30) ol Lo Jing Deda (12:00) deludl (e T2y die J<0 e )8
Al Ajaal i Lad Aladlly de sane IS (4o (uadll duall Hlid) i el aay e 45558000 )hall 4paS Cun (g0 Lgin L
leelatind 5 Al cligal) (7) IS0 magys cclimd) oda glal Gl (Bia¥) DUall Cagpla daats 1Y) G (g Luadl)
il wend (and didee (33) el s oD Aiyyla JSU Lgalaind 5l il L DUa diyyla s

daadiiual) (LAY §igal
bl A -1

& us (K) g5 @ha zsape alasinl &5 48 (Zinc chloride) Glijll a)6l< 230 ahall el 3)hal) dap bl
CRadl Bl Glayy (saa +(8) AL mage 0 WS (il 3 ( Digital thermometer ) 3)hall 4xjs (uld leas aday)
@sing Ul 8 (ghall zgajal Gamsie pumg @lldg Al sylae Llee shal & ¢(1200 °C) ) (—4 °C) 0o zslis 4 Ll
(Digital thermometer) 3)hall 452 Ll Slea Wl (0.0 0C) S bl 3ol il B G ae phte el e
Digital ) shall day0 (eld Slens (E5l haall ssl8 culss (L) Ay ) slal i & ey (2 OC) el calss
.( 100 0C) (thermometer
todle) A e bl e sadine (3) 4(2) dukad Aalae Ao Jpandl 2 3 DA

y=a+bx (2)
y=2+0.98x (3)
O G

26



Number 4 - April Volume 20 - 2014 Journal of Engineering

c @bl zea3all el alada gy (8) J<ills .0.98 a b2 2@
dpaalal) (uld -2

axxiaall Jolaall (je il 330 i3y (ph meter) Sleas SleSl oSl b aasivsal) Jslaal) uinala (ild
O Oilslae padla (el Adadinly @l (ph meter) Sles syles cadi L (9) JSAl) b penge 3o LS leall 1g Luill
g ¢ phatall clall Sleal) Guwatie Jue 23 d4la (6 5 4) & L Aumalall 4@ (Buffer solutions) dalaial)l Jallal)
sladll e (gsing eley b Sleall Guunia ng camnd cogdhaall Jslaall Gpmalall dad e S5 Y a4l 5 ol
Gl ey Skl e Ll Sleall Geusiall Jue o3 clly aay L (4) Sleall 35 culSs (4) 4l dpmalall dad g3 alaial)
Sleall Gania Ju o5 Wan ¢(6) lead sels S (6) Al dpmelall dad 3 alaiall Jslaal) plasiuly oS3y daL
4agal) Aadll oa (ph meter) Slea Ly Al daalall dad o e Glb e asilss e ddadlaall @)y htall oLl
and Cslladdl Jsladl) uaalal

il ALS (uld -3

SO e e siae i Tm sl 13¢d 05 (1071 ) 808 483 53 liael) AU Gl (il (ae ot
o Sl Jsaall e slsell LS aialy aslall Jamdl) b 5asmse (0S5 8 3l Jpao el ellys (10)JS2 3 L
Jui 4 lenld (Say ABS iy ool s i diad) JBSY oY) e by glasla gL 4l Sl 13 L lead) sel
a5 Oleall Bples e eda i Cus leal) GilA Al deli L dlliag (M) e (0.0005 g) 5 (220 g)Y
Jabs Aaid) e (200 g) LS (ALSD daslae) dpuld die auns Sleall splae o Glld day gl b Aol oda 35 o
Al o Sleadl Wgss ) Al of sy @lld e (200 g) Slead) Bel i culS 558 aeys g cilely Bladl Sl
Neand slladll Aial) A0S A aal)

i) g Bl dayd uld Jlga Bylaa —4

OSadl hall Sl 530 2ol Sum (1) IS b amsall Sleadl pladind @5 i) phaus 3 Ay kil
seld daua e Ul ((technoterm 5500) 4 dxsasll 4854l ol culSy (700 °C) ) (=50 °C) (e 4x Lensld
Obaal el culSs =B iia pe Lhie sle o gging U 8 Jleall Geusie s byl ddee cupal Sleall
sl il L) dayn ) sl i & e 5 (= 1.9 OC) il il slall daps (el les W (0.0°C) as
(98.3°C) sl days uld Sleassli 5 (94 °C) sl jhadll
todle) Gl e sading (5) f(4)iha Aslae e Jpmnl) & il BA o

y=a+bx (4)
y=-19+ (50]/470) X (5)
BTN

. (501/470) .o b 5— 1.9 a2

27



oy QS Gl Lpadal) LMY (3 Ladhional) ALY pelaadd) 031 sl jd g e

o5 we dlga a2 Jakal)
S dage iy

LDl o yha Aags (sld lead Bpledl) Jalad muagy (11) JSN
&= Al laa
dal) B dg3aal Bal) dpas Jara -1
A Abslaal] g lisall 3 43555l 5yall s Claa
1oLl (7) 5(6) oxillaal) 8 LSy Lia 5250l 5ypal) ApaS —lgatans o ddailual) 5yal) dpaS = Aill b &35 33l 8yl GuS

Q = Quotar = Quosses (6)
Qsotar = (Qeonv. + Qrad,) (7)
A0 (8) Aslaall pasind 5 pelanll Alasi¥ )y asadll g lad¥) Quld S35 Casy (Sl

Q = m.CAT/At (8)

@l g3l o 3aL) e Gl =2
@y Al A 50e Bha el Al (8 Digiaaba i)

9) %100 x ( o A ) = Clell o 1) i sy i (D R (65005 i _uS]
o Af 9 A0 A A3 p

S (5 Al 505380 5o ApaS Ji— el 3 Aigjaeta dpaS B )
(10) %100 x ( — - ) T bl ot pami sl gD R (5L i s
) Ed5aa 8y AueS )

AdBlial)g i)

Y il and Ayla 5y clgadans Bha Aapd (el Ge) e leanys Dl e (8 D55 Bl ApeS lua
3 lially e pane JS (o londll Aiaall L) o5l aay L Ay 3al) hadl BeS Cum (e Lo Lo Ablaaly Cile sana
JS D Cagyla oy eclisal) 538 e1a) ) Jia¥) ol Cagyl aaats o)) Cun (o ol Aigell 46 jeal gty Lo
sally (1,283) wsall cilie 8 Gg5al shall S G @) (12) JSA G -(2) ol b danmge dic
du lee aaall Gilie cla 4 T.DGE Ala o) JREI e aaBl WS il s (Black paint &Without paint) ¢ slaall
die Gl ledans Ge el o3a sl CBEA) 8 S il Al (K Al ag Sl il (53Ul dlas) DAl G o e
Wy &5 (as L @g3aall Bl B b plinl il yaall Glie o L3582 (20) 25u) JSall SN (e gl
a3 ) lly gy Sy stiall yandl Cilial Uiy Alia Adle ) Al Aed o o o Lo GaSl o3a 3 Lappu
23 e o1 Jadl (s e le) L g 3aal) Bl S Ao Jan Lea yal) Glie e g 5 ) 05 S0 i
Bha dag b Galid) G Cay ColS il 3 Dg5aal Bhall e ALl Al oy (1) Amll O desandll
lgalaw
&~ (1,11,35,51,Without paint& Black paint) cluall & 4553l 3)hall 4aS ( Al s (13) Jall
Qs Ostall 2aall e Ao ae Gliad) Capail beg Al Gilegane o oY) Cun o (iadl) Al il S ()
Lt L3)de 5hn AaeS o) claas ua (11) Aall G o1 Jumdl o) JS31 e o LSy, L Lah 43)ally +3Ua

28



Number 4 - April  Volume 20 - 2014 Journal of Engineering

Jumdl ) Gy IS e L AY) il Law o) Led AileY) Gad o o Ju Lee Ll o3 8 Loy Uasan dllia o)
& ey (Aglall diplay ) (ileSl) eDUall Aagylay Slijll (pe ks DUy oo Al ladand Lghiagy apal) Cilisal ¢ )
liles 35S0l Culipall 435530 5 )lal) A0S 3 Jagagll (pe Liml Jan Ly 3L jg I 63U digylay 35u) Sl DU
Lpalaia¥) dad o) e du Les (1) Al 35my S o) Jumdl (S5 Lghn Lo Al (5585 () Sy A8l Aad ()
Sl die) Ll o3¢l (ohal) 3l A Balll duad il Sy (Ll (e s Lo Mg (5)AY) Gilial) 8 Liie ol Ll
LS ..(44.97%) Leand Lles ic (58.23%) il elal and oy D (o Gsbiall all due ) (SlyeS
b Bda pha Ll el of i 138 oSa e ST pandl) Dy die oY1 A il LIS o (13) JSal (e Jaadls
WIS oy cigmll oda ola) 3 unt clling dm 5530 038 3 LS o (o) D (g Aiall 3 Lgia 5S) sa (1) dual
Qs Ll & Lgie Ji (1) Zisadl (g 528800 5yl 40 o Jimy 130 oSy Le i Gandll Algs die 6131 A i€
e

54,55,56,57, Without paint& Black ) asual¥) clie 3 g3l §hall LS o 48 map (14) J
Lgiaae pha LS el Glan dua (Without paint) Zuell i< ela) Jumdl o) JRE (e JaaDl WS ecpill aa (paiNt
o) e Ju Lee (Black paint) duell s 435550l shall a8 3 laps Ungn dllia 0y g AY) Climlly 43l L
23] JSall el 8 i il ela) 3 Ll Gl (o) Loy Jaadls L Aasiall cilimlly 43lhe Ale L) AdlenY) dod
aadly 48 (30) a5l ISl oDl o) Cosdiy il ela) o € il el GBS e o6 ) e Jy b
(3 em) cpdadl) oy

Oms (62,66, Without paint& Black paint ) asialy) cilue 4 23953l 3))hall 4 G A8l s (15) Il
slal dumdl o Ladl lgin Led 4)ladlls ¢3a (50 asial] (e Ao pe Dlill Caiiall e Al Gilesans G (a3l
o Aigiaall hall 4 o) el b N e Ll Jaadl L Legla) 8 Taad s allia oy ((62866)odiall (S
3y S5 (62&66) il (& Lgyaall 3)hall LS (e el (4585 Dlad) é (Black paint&Without paint) (yiusl)
el lgiad e ol Legd ABlanY) dad o o Les Lagd D355 Bl GpeS b lagpes Dlasdl Laadl lld
Glie elal Gpaad OEYL of oy Gl e gAY i) ool e Juzmdl el Gl o)) dea Lo 1385 (62866)
day aladily 4383 (20) 52a) 25) JSall o sl (e Aiml) oDy @iy 3L5eSH) DU dapka Vo) Lt iy ylay o saialY)
psialV1 (e Aipall oMy @lldg ghall SLasl (o)l dipyla Wil L(0.15 A/dmM?) ojlsie s 236, (6 €M) Gabadll oy
Sl laaay (4.8 mi/min.) oloal) 4S5 (27 €M) Al mhas 335al) A o aally 466 (16) saad 251 JSally
/(290 °C) Ll mhas 3l a5 (1 bar)

Glalisiay)

—1 ol Lo gl &5 Auhall o3 US4

O Can UilyeS 33U @)l e Aiakay Wyl adlls 3 ) _a die Jumdl CulS G capaall cilie ol (ppuent 491S0) — 1
DLl ZESs (6 M) ol (o dally 438y (20) O e (pags 25u) S e Bk Talhy iy oD (405
@bl el 55 L il 3 (1) (gslet il aaly ans dabliss ) diall 2y 4ns dalse dpsis (0.15 Af/dm?)
lpand 4lgs diey (58.23%) clisl) cld) and Aay die oM (e Gsbiall aaall die ) 5yl DUl diwl
.(44.97%)

29



(s 4 QELES Gl 3 Lpadl) M) (B dasiional) LulEDY) el £13) A j3 g aviaas

o5 ae A b g dadaeal)
mS dag i)

e & (piial dgmy assialN) il (A3 8)hal) 4aS) elal Jumdl IS Cum capial] Glie eldf Gauad A8 —2

5] Sl lapdls 3 38 _SLyeSl DUl A ) s L gball SLeaIl BN digylay Ay 5leSl) diplay Laalas)

) Al 2y 4n Aalss Ay (6 €M) Cpabail) G andly (0.15 A/AM?) L jlaie Lo 2L dladinly 4ads (20) sad)

Gay O Leaie 351 JSal) (e Riiday Dl o5 388 (ghall Shaasl (31 die Wy (1) (ool Qlaill aaly 4n Aabise

(1 bar) Jlall s 5 (4.8 mi/min.) Gljall S 5 (27 €M) Al mlases ORI A58 G aadly (Al (16) oDUall

/(290 °C) dusll mla ) daya

O G L) Adle Adlasls e Lpaliaial Ld (Wlad Jisie) dadd gsn gl oSy adlls 3 ) cilial) (o -3

A e 05 (15514 513) JSEY) b sally Ll 3 4355500 5hall 20 3 gl lastY)

Jéw\

- P.K.Gogna and K.L.Chopra,"Structure — dependant thermal and optical properties of black nickel
coatings", Thin Solid Film, 57(1979)299-302.
http://www.sciencedirect.com/science/article/pii/0040609079901676.

- M. Madhusudana and H.K. Sehgal ,"spray-deposited black nickel selective absorber surfaces for solar
thermal conversion ", Applied 10(1982)65-74.
http://www.sciencedirect.com/science/article/pii/0306261982900605.

S il Al Ll (Dlal adls aSl ae all Glde dss cams deas mlla (ase ALK gols -
(1982) Juasall . yially deldall (i€l 1y Apnac” dygume M) sl Lo _anally 3305

Jabaill 50 " cpabaall LSl o Uall il Lpuigh cleliall acadidl sgadl g Suall wiailly deliall 55 -
- (1989) dasx (55l

- S. John , "Black nickel-copper solar selective coatings", spie digital library, proc.SPIE,

vol.2255,(1994)137-148.
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=969218

-Wackelgard E. ,"Characterization of black nickel solar absorber coatings electroplated in a nickel chlorine
aqueous solution ", Journal title , solar energy material and solar cells 56(1998) 35- 44.

http://www.sciencedirect.com/science/article/pii/S0927024898001135

dadiud) ga)ll
3as ) ) B3\
— alaiay) o
— 4hlasy) &
°‘C Bhall dayo T
kW Tagall 3 5 p3al) 3l s

30


http://www.sciencedirect.com/science/article/pii/0040609079901676
http://www.sciencedirect.com/science/article/pii/0306261982900605
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=969218
http://proceedings.spiedigitallibrary.org/proceeding.aspx?articleid=969218
http://www.sciencedirect.com/science/article/pii/S0927024898001135
http://www.sciencedirect.com/science/article/pii/S0927024898001135

o

Number 4 - April

Volume 20 - 2014

Journal of Engineering

kg Q) A m

kd/kg.’C Al aeal duc il 3l )all C

°C A0 a5 Aoy s () (8 Al o S dd G A AT

sec. leakos Ba Aa (and ey iy (5) (8 Al s B dayd and o) 0w ) | At
aglany)

aadinal cilallaiaall

i) C.Jk«a.d\
LilgS 1o B o g I a5 (a5 Ll (e Aliday Al oD Alac 58 el
(1) Jya

(9/L) Axast) dariiaal) salal)
75 NiClL.6H O JSall &yl
30 NH,CI assise¥) )5l
30 ZnCl, Gyl s
15 NaCNS . s seall il syl
eMhall Cig la
55-3.5 PH dcaseall da
A s da SINENE
(A /dm*)0.15 k) aa

31




(i ELES s 3
Joi) 4 dlga b 2

Dpcadd) cllaBM) A daddiivial) Al phaud) £13) Al 3 g piea

piS A i)
(2) Jo
lagdda o3 Al el Gldalsa
SN Gy | N ABES | el Agles (b Cpkil) (e dnd s &)
) Jily | (A/dm?) (cm) s il
(min.) ;
20 0.15 6 ((2) 2ex3) 22s 1
20 0.15 6 ((4) 2033) 22s 2
20 0.15 6 ((8)2e33) 2as 3
20 0.15 6 ((2)osls)) s 11
30 0.15 3 Ostha s 35
30 0.15 3 o staal 54
30 0.25 3 o staal 55
30 0.35 3 o staal 56
30 0.45 3 o staal 57
20 0.15 6 o staal 62
Olial dgas Gl ey | Skl A dashy Al G ) s ad
Gl dstaal | (min. isec.) | glall bal Gi Ll b A
(ml/min.) (cm)
4.16 0:15 22 Osta s 51
4.8 0:16 27 o sl 66

32




[Gogna & Chopra, 1979]s34all clawy aasally (usbadil) (1a) aa (£) Ablasi¥ly (o) dpealaiad) s :(1)JS

(1 : 1.28) ks Ay vie e3Mhl) o o Aflagi¥) 1 Lpnalaia¥) Lpaaig Ailai¥ly dpaleaia¥) s 1(2) JS

Number 4 - April

Volume 20 - 2014

Thickness (um)

Journal of Engineering

Q-2 0-4 0-8 0-4 1-0
| I § | 1
Q:3F
W

~—~ sl
O g
% Q-2 E?D;
E 2
Aol o]
3
£ B
g 04F -— -0 e
H &

—v— -.—_._______.__-‘0-!5

 —— .
L J 0.9
i ] ] 1 J___10-85
0 1 2 k| (A 5

Plating Time (min.)

ABSORPTANCE («)

—— BLACK NICKEL;Al
—--- BLACK NICKEL;G!
o of
. €

A d/E

103 7.0

=
~
EMITTANCE (E)
~
o

=]
B
W
o

0.0 Juo

FILM THICKNESS (pm)

[Madhusudan & Sehgal, 1982](290 °C) AligSl ¢huwall pha 3a 4339

33



(0 e S il Lpadl) M) (B dasiional) LulEDY) el £13) A j3 g aviaas
5Bl e dga a2 A f
S dags i)

bl el daghiia sl 1(3) Jsi&

@—'

I Y

SIAERR

g.'u_j s 4+ ?sasn abaa

o 4
B adi da 2

+ O g A S D) gl
) Biuday aSatll alita -

agliiall 4812 518 8) g pn (M) Jand) B Alaainall (A (ALl il Aashiia o Jala :(4) JS&

34



Number 4 - April  Volume 20 - 2014 Journal of Engineering

4 cm

|
M

9 cm-

II 1
Jsma el duila Aaid X i =
ladi - I
0.1cm J[|,

A 8 5igh 530 ga 3yl apings Blaia 1(5) US4

cilial) o)a) LES) dagliia 1(6) JS&

35



(i LS Gl Lpocadd) cillabsll) B Aasiioal) ulY) pland¥) o130 dus) ja g psinad
5Bl e dga a2 A f

piS Ay iy
it
| | [
o aall  glial] Laall
aglaly| & sl y
(Aluminum) (Iron) (Galvanized Iron)
I
I I | At 23k T I i
oAb g ek FERETZ) I P ey 2l IR TSR (R P Eveccp
Al Jedil Axal figl g 4 Jeitly Anal g g
Jhdl bia ) B
s3lill Jtaal ol sall dga s3lhll Jtaal oy adl dga
Al L O &a
el Al g Al phacy o ALl 33 pall dadd g il mh f ABLocall
Sl G el [ |
AL s A FIP=A{ PN I LA dalns dud

3= aidaba | |y = il Al A1 T e

[3om ]

I I
an] [
I l 1 I l 1
i ats | [s5E 5y Bem| [fom|[3em]  [6cm]
(A/dm*2)| | (min.) - |
0.25 20 Ll AR | sl ey | |3 g Sl 43}‘:‘6 oSl el Gag | (SR g
0.35 30 (A/dm*2)| | (min) | | (min) (A/dm"2)| | (min) | | (min.) (min.)
0.45 0.25 0.20
0 0.35 20 20 gos 20 20 20
0.45 30 30 0.30 30 30 30
0.55 40 40 035 40 S L

0.65

£3k Ak S lag dasiieal) cpially LidUa A8 g Lgaladind &3 AN clial) (7) J8&

100 e

80 ==

[

T read

40 -

20 =

0 20 40 60 80 100

T act.

( Digital thermometer ) &)l dajs (uld Slgan ddayy 3oy 41 48| 5igh 5 90a pa Ll Zoaial) pulaa 3(8) Jsi

36



Number 4 - April  Volume 20 - 2014 Journal of Engineering

(ph meter) duaalal) (uld jlga :(9) Jsi

37



(5 4 JLES Gl Lpadl) M) (B dasiional) LulEDY) el £13) A j3 g aviaas
5Bl e dga a2 A f
paS A il

100 e

80 ==

60 ==

40 -

T read

20 ==

20 40 60 80 100

T act.

4 818 518 §) g g lial) gl Byl Aapd bl Jlga Salea 1(11) s

Wednesday 29/ 6/ 2011
Iron and Galvanized iron's Samples
0.1 e
von ] Tk S o5 LIS, [
' (min.) 33l
b 2 1 <
0.06 == 4 2 O
b 8 3 A
004 = Without paint PXe
- Black paint =
0.02 ==
° !
- 13:00 14:00 150
20,02 = Time (hr: min.)
-0.04 ==
-0.06 e

Criially (1,283) ilugSl sdal cilie B Aigiaal) all Luas L :(12) Jea
0.15) Lo d8lsy 488 (20) ag) JSuill p3Uall () Cigils ail) s (Black paint &Without paint)

(6 cm) Cydadl) oy 22y (A/dm?

38



Number 4 - April  Volume 20 - 2014 Journal of Engineering
Friday 19/ 8/ 2011
Iron and Galvanized iron's Samples
0.1 e #all g 5 Al ¢ 58 Al 8 el
0.0 — © Gl | (2) pesd) 3es 1 ®
i eS b ((2) ) aa 11 O
0.06 = oS+ Ostie s 35 A
J Gl s U Oslhe s 51 [
0.04 = % Q Without paint | 3¢
4 Black paint | wim
0.02 ==

14:00

Time (hr: min.)

15:00

el aa (1,11,35,51,Without paint& Black paint) cilial) b 4igjaall 3all duas i :(13) Js&

0.02 e

-0.04 =t

-0.06 o=l

13:03

Monday 4/ 7/ 2011

Aluminum's Samples

14:03 15:03 15:

Time (hr: min.)

PR FE el
(A/dm?)

0.15 54 ¢
0.25 55 O
0.35 56 A
0.45 57 [ ]
Without paint | 3¢

Black paint | wim

Oiiially (54,55,56&57) Aligsl) o3l clise A Agjaall 5 all dus s :(14) Jea

(3cm) ki)

P

O aally 4820

(30) 25 Jeuitly e3all (e gy a3l aa (Black paint &Without paint)

39




(i ELES s 3
Joi) 4 dlga b 2

Dpcadd) cllaBM) A daddiivial) Al phaud) £13) Al 3 g piea

mS dag i)
Friday 19/ 8/ 2011
Aluminum's Samples
0.02 o=

-0.02 e

Q(W)

-0.04 =i

-0.06 e

¢SUhall 43, 5l Al e
el DUl 62 ’
el i 0 @
sl 66
Without paint
Black paint | wju

datacial)

a3l & (62,66, Without paint& Black paint) cilisl) b 4igjaall 3)al) LS i :(15) Js&

40



	Copy of انكليزي 2عدد 3.pdf
	Copy of انكليزي 2عدد 3 (1).pdf
	اسماء البحوث.pdf
	College of Engineering.pdf
	CE-697-1ا.pdf
	EE-371-2.pdf
	EE 410-3 - Copy.pdf
	EE-418-4.pdf
	-EE-429-5.pdf
	me-554-----6-------د. جمعة -------.pdf
	ME-556 -7corrected.pdf
	Ie-154 (8.pdf
	IE-155-9.pdf
	ME-542-10.pdf
	ch-131-11.pdf
	قائئمة المحتويات.pdf
	Ae-211%20one%20column[1].pdf
	ME-552-2A.pdf

